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Introduction

“Model theory is the branch of mathematical logic which deals with the relation between a
formal language and its interpretations, or models”, [17]. In the classical studies of model
theory, first-order logic is probably the most relevant formal language. The investigated
models of interest are most typically structures of infinite cardinality. Seminal results
include the theorems of Lowenheim and Skolem, the compactness, and the complete-
ness theorem. However, with growing importance of computer science the research on
properties of finite structures has attracted much interest. Many problems originating in
computer science have elegant formalizations in the language of model theory. This con-
nection allows the application of well-established methods from model theory in various
fields like database theory, (dynamic) complexity theory, automata and formal language
theory, and in the field of artificial intelligence. Unless explicitly mentioned otherwise,
throughout this thesis, we are concerned with finite structures.

Finite model theory arose as the specialization of model theoretic studies to the class
of finite structures. In particular, model theorists focus on questions concerning the
definability of various classes of structures. However, restricted to the finite, many of the
well-established tools from classical model theory fail, e.g. including both the compactness
and the completeness theorem for first-order logic. For this reason, new techniques have
been developed for investigating the expressive power of logics over finite structures.
These rely much more on combinatorial and game theoretical arguments than the classical
methods. Besides first-order logic, various kinds of fixed point logics and infinitary logics
gained increasing significance in the studies of finite model theory.

One major line of research is known as descriptive complexity theory. In this field,
one studies relationships between logical definability and algorithmic computability. The
theorem of Trakhtenbrot, stating that finite satisfiability for first-order logic is undecid-
able, can be seen as a first result in this regard. One of the key aims is to understand
to what extent classifications stemming from traditional complexity theory can be linked
to model classes of formal languages. Model theorists search for logics that correspond
to complexity classes in the following sense: A logic £ corresponds to a complexity class
C if each class of structures definable in £ is decidable in complexity C and vice versa.
The notion of correspondence, or more commonly capturing, was made precise [40], and
much effort has been spent to find logics that capture prominent complexity classes. Such
characterizations are very useful since they provide a machine independent view on the
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complexity and the structure of the algorithmic problems. Furthermore, they give deep
insights into both, the logic and the corresponding complexity class. In particular, the
logical characterization allows to apply methods from finite model theory to obtain new
algorithmic insights.

Until today, capturing results are known for NP and co-NP, and all levels of the poly-
nomial time hierarchy above these classes. For example, NP is captured by the existential
fragment of second-order logic. This characterization was established by Fagin [32], and
probably it is the most important initial results from the field. So far, no logic has been
found which captures a complexity class below the class NP. Especially, one of the main
unanswered questions remains: is there a logic that captures PTIME? Gurevich conjec-
tured that no such logic exists. It should be very hard to prove his conjecture since it
implies that PTIME # NP. On the other hand, if one refutes his conjecture, the separa-
tion of PTIME and NP reduces to the separation of two logics over the domain of finite
structures. Hence, in both cases we would make progress on settling the most prominent
open problem from algorithmic complexity theory. This dependency illustrates the strong
connections between both areas of research.

The quest to find a logic for PTIME has yielded a broad family of new logics that have
been investigated as possible candidates. Probably fized point logics such as least fixed
point logic LFP, inflationary fized point logic IFP and partial fized point logic PFP are most
important. These logics add different concepts of recursion to first-order logic through
providing fixed points of definable operators. Many properties that require a global view
on the structures are undefinable in first-order logic. In contrast, such properties like
alternating reachability are definable in fixed point logics. It turned out that at least
on the domain of ordered structures fixed point logics such as LFP and IFP are capable
of defining all PTIME-decidable properties. This fact is known as the Immerman-Vardi
theorem [68, 49]. Furthermore, the logic PFP captures PSPACE on the domain of ordered
structures [1]. However, for both results it is crucial that the structures come with built-in
linear orders. If this is not provided, one can find simple classes which are not definable
in fixed point logic, but decidable in LOGSPACE. For instance, the class of all finite
structures with universes of even cardinality has this property.

The linear order is important in a special concern. If we want to consider relational
structures as inputs to algorithmic machines, it is necessary to agree on a representation
scheme of structures by finite words. However, each known encoding scheme for general
structures relies on the presence of some linear order over the universe. In particular, if
we want to encode a structure without an intrinsic ordering, we first have to choose some
arbitrary one. As a consequence, we only consider order invariant queries, i.e. algorithmic
problems whose outcome is independent of the concrete order chosen for the encoding.

We proceed to explain for which reasons the linear order is vital to the aforementioned
capturing results. First of all, linearly ordered structures are rigid, which means that



they do not possess any nontrivial automorphisms. Beyond that, if an ordering on the
universe is given, first-order logic is capable of defining an order on each fixed power
of the universe. This order can be engaged to obtain data structures which are used
for simulating algorithms by logical formulas. Moreover, assumed we have agreed on a
representation scheme, in the presence of a linear order the encoding of the structure is
unique and first-order definable. These two insights are normally the central components
of proofs showing that a logic captures a special complexity class.

Besides fixed point recursion, another well-studied approach is to enrich first-order logic
by operators which compute different kinds of transitive closure. The most fundamen-
tal logics in this concern are given by the extensions of first-order logic by operators
for deterministic transitive closure FO+DTC, for symmetric transitive closure FO4+STC
and for normal transitive closure FO+TC. Restricted again to the domain of ordered
structures, FO+DTC captures LOGSPACE, FO+STC captures SLOGSPACE and FO+TC
captures NLOGSPACE [50]. Hence, separating FO+DTC and FO4TC on the domain of
ordered structures means to separate LOGSPACE from NLOGSPACE. Note however that
on arbitrary finite structures the logics were separated [36].

Locality is inherent to first-order definable queries [30] and in particular first-order
logic lacks a mechanism of recursion. As we have discussed, this defect is tackled by
fixed point logics and logics with operators for various kinds of transitive closure. Beyond
that, on arbitrary finite structures, a fundamental shortcoming of most familiar logics
is the lack of even simple counting mechanisms. Consequently, commonly cited classes
which are undefinable in fixed point logics are often based on counting properties. As
mentioned above, the class of structures having a universe of even cardinality is contained
in LOGSPACE, but it cannot be defined in any of the aforementioned logics.

For this reason, Immerman [49] proposed to extend logics by counting quantifiers. Least
fixed point logic with counting seemed to be a promising candidate for a logic capturing
polynomial time, until Immerman refuted his own proposal a short time later. In their
famous work [16] Cai et al. presented a class of graphs which is decidable in PTIME,
but not definable in fixed point logic with counting. It turned out that the methodical
foundations of their proof can be engaged to obtain further classes which are undefinable
in FP+C, cf. [7, 23, 41, 44]. Vital to their approach is the embedding of FP4C into the
finite variable fragment of infinitary logic extended by counting quantifiers C_ . Logical
equivalence with respect to the k-variable fragment of C, , denoted by Cﬁow, is captured
by a model comparison game in the style of the classical Ehrenfeucht and Fraissé games.
These pebble games have been successfully used for establishing undefinability results and
structural hierarchies for many logics.

In some sense, the query of Cai et al. can be identified as an abstract counting property
as well. However, the ingenious part of their construction constitute highly symmetric
graph gadgets which successfully prevent definability in FP+C. Although very elegant, for
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a long time it seemed as if their class is somewhat artificial. Surprisingly, recent results
by Atserias et al. [7] and Dawar et al. [27] revealed that their construction is strongly
entangled with the very natural problem of deciding solvability of linear equation systems.
Atserias et al. and Dawar et al. were not only able to show that FP+C is unable to express
solvability of linear systems, but also that the query of Cai et al. can be reduced to this
problem. As a consequence, they proposed to extend fixed point logic with operators
that are able to determine the rank of definable matrices over finite fields. These rank
operators reveal themselves as a natural generalization of the usual counting mechanisms
available in FP4+C. Rather than counting elements in definable relations, rank operators
enable to determine the dimension of definable vector spaces. Inflationary fixed point
logic extended by rank operators appears to be very powerful, and so far no examples are
known yielding a separation from PTIME.

This situation motivates to investigate various operators from linear algebra as exten-
sions for logics. Noteworthy, it turns out that many queries of linear algebra are already
definable in FP+C. This includes matrix problems as multiplication, inversion, determi-
nant or singularity [12, 7, 27]. In the logical setting, matrices are encoded as relations
over the universe of structures. Thus, in general they are defined over unordered sets.
As a consequence, we are only interested in matrix queries which are independent of the
special ordering of rows and columns. For instance, questioning whether a matrix is in
row echelon form is not possible for unordered matrices. In contrast, matrix rank over
fields is well-defined since it is invariant against permutations of rows and columns.

This thesis reviews and broadens the achieved results concerning the relevance of linear
algebra in descriptive complexity theory. The intrinsic complexity of most problems of
linear algebra crucially depends on the kind of algebraic domain they are given over. For
instance, computing the determinant of a matrix with entries in the two-element field Fo
is equivalent to the problem of deciding singularity; a connection which clearly fails if we
consider matrices over larger fields. The question whether a linear equation system has
a solution can be formulated as a simple equality involving the matrix rank over fields.
Recall that a linear equation system A -z = b over a field is solvable iff rk(A) = rk(A|b).
By our knowledge, a similar characterization is not known for more general domains, e.g.
finite rings. The results of Atserias et al. [7] demonstrate that solvability of linear equation
systems cannot be defined in FP+C no matter which finite abelian group one chooses as
the underlying domain. It is commonplace that this query is decidable in PTIME. Hence,
decreasing the gap between FP+C and PTIME requires to analyze logical extensions which
are at least able to define this query over all finite abelian groups.

We proceed to illustrate the starting points for the following investigations. So far,
most research in the area has focused on problems of linear algebra defined over finite
fields, although the present results suggest to widen the scope of algebra in descriptive
complexity theory. We propose to generalize the point of view by taking commutative



rings as algebraic structures into account. Each abelian group can be embedded into a
commutative ring and of course any field is a commutative ring as well. On the other
hand, the intuitive meaning of matrix rank, as a numerical parameter, is hard to under-
stand with respect to its structural meaning. Known examples which demonstrate the
power of rank operators are actually based on linear equation systems. Thus, it seems
reasonable to study the descriptive power of linear systems in its own right. Recent stud-
ies in algorithmic complexity theory also focus on the classifications of problems of linear
algebra, see e.g. [6, 51, 3, 35, 46, 47]. In particular, it is known that solvability of linear
equation systems can be decided in PTIME for any finite ring. Our hope is that there are
other equivalent concepts whose structural meanings are more transparent.

With these considerations in mind, we analyze operators and problems of linear algebra
defined over arbitrary finite commutative rings. First of all, for many queries from linear
algebra we prove that known definability results for FP+C remain valid over finite rings.
We investigate extensions of FP4+C by new operators from linear algebra and present
examples illustrating their expressive power. Figuring out relations for different kinds
of underlying rings remains a steady issue throughout this thesis. For instance, take
two fields of different characteristic and consider in each case the problem of deciding
solvability of linear equation systems. As we will see, it seems unlikely that these two
problems are equivalent in the view of descriptive complexity theory. Anyhow, for the
case of linear equation systems, we establish a simple complete class of finite commutative
rings. Moreover, we contrast different concepts to enrich FP+C with operators from linear
algebra. Especially, we relate extensions by operators which decide solvability of linear
systems, similarity or equivalence of matrices and the rank of definable matrices. By
engaging ideas from algorithmic complexity theory and algebra we order the resulting
extensions with respect to their expressive power.
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Outline

In Chapter 1 we recall some preliminaries from the relevant areas of logic, descriptive
complexity theory, combinatorics and linear algebra. Chapter 2 explores capabilities and
limitations of FP+C with respect to queries of linear algebra. First of all, we agree in Sec-
tion 2.1 on a uniform way to encode (unordered) matrices over arbitrary finite rings in a
structural setting. In the following Sections 2.2, 2.3 and 2.4, we review results identifying
a remarkable amount of problems of linear algebra which are expressible in FP+C. This
includes queries like (iterated) matrix multiplication, singularity, determinant, character-
istic and minimal polynomial. We are able to generalize many of the known results, i.e. we
prove that they hold for matrices over arbitrary finite rings. In the case of singularity for
example, we combine the existent ideas with more involved arguments from algebra. In
particular, we significantly make use of decompositions of finite commutative rings. Sub-
sequent to the positive findings, Section 2.5 reviews the fundamental result of [7] showing
that solvability of linear equation systems cannot be defined in FP4+C. We identify more
classes sharing this property in Section 2.6. These findings motivate to analyze extensions
of FP+C by various operators from linear algebra.

In Chapter 3 we study corresponding logical extensions by operators capable of deciding
solvability of linear equation systems (Section 3.1), extensions by operators capable of
deciding similarity and equivalence of matrices (Section 3.2), and finally extensions by
operators capable of computing the rank of definable matrices (Section 3.3). The latter
were already studied by Dawar et al. [27], and if we restrict to finite fields, they subsume
the other extensions. However, in the general case, i.e. for extensions by operators capable
of deciding the aforementioned queries over finite rings, many relations remain unclarified.
In particular, we are not aware of algorithms computing the rank of matrices over arbitrary
rings in polynomial time. We make some contributions towards relating the new operators
for different rings, and we present a simple class of finite rings which is complete for
solvability of linear equation systems in the following sense: if we solely add operators
for this class of rings, we already obtain the full expressiveness of the extension by all
operators. Hereafter, Section 3.4 introduces suitable infinitary logics and pebble games.

In Chapter 4 we review further results from Dawar et al. [27]. These were originally
formulated for rank logics, but it turns out that the proofs directly apply for all other
extensions introduced in Chapter 3. In Section 4.1 we demonstrate strictness of the arity
hierarchies for the newly introduced operators from linear algebra. Furthermore, Dawar
et al. proved that extensions of first-order logic by rank operators capture logspace modulo
counting classes on the domain of ordered structures. In Section 4.2 we explain that this
remains true for all other kinds of operators. In particular, we obtain equivalence of the
affected extensions on the domain of ordered structures.



Chapter 1.
Preliminaries

This chapter briefly recalls well-known definitions and basic results from the fields of
mathematical logic, finite model theory, combinatorics, and linear algebra. As a matter of
fact, this chapter is mainly based on standard literature. We simultaneously fix notations,
which will be used throughout this thesis. For more precise and detailed explanations we
refer to [37, 55, 62].

1.1. Structures and Logics

A relational vocabulary orsignature T is a finite set { Ry, ..., Ry} where each R; is a relation
symbol of arity r;. A T-structure is a tuple A = (A, RY, ..., R%) such that A is a nonempty
set, called the universe of 2, and R?l is an r;-ary relation on A, i.e. R?‘ C A", Unless
otherwise stated, we only consider finite structures, i.e. structures over a finite universe.
The class of finite structures is denoted by fin[7]. All notions like isomorphisms, partial
isomorphisms, substructures, embeddings etc. are defined as usual. A (model) class C of
T-structures is a subclass C C fin[7] that is closed under isomorphism, and a domain is a
subclass D C |, fin[7] such that the class D[7] := D N fin[7] is a model class for all 7.

A k-ary query on a class C of T-structures is a mapping @) defined on C such that Q(2()
is a k-ary relation on A for all 1 € C and @ is preserved under isomorphisms, i.e. for
all 20,8 € C and isomorphisms h : 2 = B we have Q(B) = h(Q(2)). Furthermore, a
Boolean query on a class C is a subclass Q C C such that for all isomorphic 2,5 € C
we have 2 € Q iff B € Q. We say that a k-ary query @ on a class C of T-structures is
definable in a logic £ if an L-formula (1, ...,2,) such that Q(A) = ¢™ for all A € C
exists. For a Boolean query @ on C we accordingly require the existence of a sentence ¢
with Q = {2 € C: A = p}. For logics £1 and Lo we say that Lo is at least as expressive
as L1 (on finite structures), denoted by £1 < Lo, if every query on fin[7] that is definable
in £y is also definable in Lo. If £; < Lo and Lo < L1, we say that the logics are
expressively equivalent (on finite structures) and write £1 = Lo.

By FO[7] we denote first-order logic over the signature 7. L%, denotes the finite variable
fragment of infinitary logic L3,,. Restricting the set of variables to z1, ...,z in formulas
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of LY

o Tesults in the k-variable fragment of infinitary logic, denoted by L’;ow. Similarly,

w

oow» has a

the extension of L% by counting quantifiers 32%, for all i € w, denoted by C
k-variable fragment Clgow. If we augment first-order logic with the capability to compute
least fixed points of monotone definable operators, we obtain the well-studied fixed point
logic LFP. Another important fixed point logic is IFP, whereat inflationary fixed points
take the place of least fixed points. In fixed point logics, usually second order variables
are used to define operators. However, for queries we restrict to formulas without free
second order variables. It is known that LFP = IFP < L% . cf. [53]. Furthermore,
simultaneous inflationary fized points expressed by systems of definable operators can be
translated into pure LFP formulas. We simply write FP for the fixed point logic that
extends IFP and is capable to handle fixed points for systems of operators. As pointed
out, for every formula in FP there is an equivalent formula in LFP. For further details
and for definitions of other occurring logics as second-order logic SO, different transitive
closure logics FO+DTC, FO+STC, FO+TC, partial fixed point logic PFP, and so on, we
refer to the introductory cited literature.

FO, FP and even L%, lacks the possibility to define very simple counting queries, as
e.g. deciding whether the cardinality of the universe is even. Hence, Immerman proposed
extensions fixing this shortcoming [49]. The two most basics are first-order logic with
counting FO+C and fized point logic with counting FP+C. These logics are two-sorted,
meaning that terms and variables are typed with respect to two different sorts. Those
terms and variables of the first sort are the usual ones, i.e. they range over the universe
of the model. Objects of the second sort are interpreted by values from the arithmetic
N =(w,+,-,<,0,1). Both types are linked through counting terms. In order to formally
define the semantics for these logics, we have to extend our (one-sorted) models 2 to
auxiliary two-sorted structures 2AT.

Definition 1.1.1. To any one-sorted structure 2 € fin|7] we associate the extended two-
sorted structure A" := AU (w, +,-,<,0,1), i.e. the disjoint union of 2 with the standard
arithmetic.

In two-sorted logics we use Latin letters x,y,z,... to denote variables ranging over
the universe (the first sort) and Greek letters A, p,v, ... for variables ranging over the
numerical domain (the second sort).

Full first-order logic on structures A" is undecidable. For this reason, we require that
each occurring numerical variable is bounded by a specific term. In this way, numerical
variables can only take values which are polynomially bounded in the size of the input
structure. Hence, we obtain logics whose data complexity is contained in PTIME.
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Definition 1.1.2. Let £ be one of aforementioned logics. Then £ is the associated two-
sorted logic evaluated in extended models 2 with the restriction that each occurrence of
a numeric variable in formulas (either quantified or in the range of a second-order variable
during a fixed point process) is bounded by a numeric term.

Let FO+C denote first-order logic with counting, i.e. the extension of FO™ resulting
from the closure under counting terms. The counting terms are formed according to the
following rule: for each formula p(z) € FO+C where z is a free variable of the first sort, a
counting term is given by #xz¢(x). For a model 2 the value of this term interpreted in 2
is the number of different elements a € A that satisfy 2 |= p(a). The set of free variables
of the term is determined by free(p) \ {z}.

For (inflationary) fixed point logic with counting, denoted by FP+C, we further add the
capability of defining inflationary fixed points as well. As in the case of FP™, fixed points
can be defined for operators of mixed type. To be more precise, suppose that ¢ (R,z,u)
is a formula of vocabulary 7 U {R}, where T = 21 ... 2, i = p1 ... and R is a second-
order variable of mixed arity (k,l). This means that R is required to be interpreted by
sets R C A* x w!. Given a tuple t = t; ...t; of numeric terms that are supposed to bound
the value of variables in fi, and a k + [ tuple (u,v) of appropriate terms,

lifp Rejicy w(Ra,)| (a,7)
is a formula in FP+4C of vocabulary 7. The semantics are defined in the usual way.

A general comment is in place regarding the notion of queries. For all kinds of numeric
two-sorted logics we only consider formulas without free numeric variables for this purpose.

This convention allows a meaningful comparison of expressive power with respect to usual

w
oW

FP+C < C¥ ., cf. [39]. Both relationships are of great importance since certain model

one-sorted logics. It is a well-known fact that FP < L and one can similarly show
comparison games in the style of Ehrenfeucht and Fraissé are known to capture logical
equivalence in these infinitary logics, cf. Section 1.3.

We recall the notion of logical interpretations for a logic £. The underlying idea is sim-
ilar to many-one reductions known from complexity theory. Intuitively, an interpretation
logically defines new structures out of given ones. In particular, the new structures may
be structures over some different vocabulary. Stated otherwise, interpretations define a
mapping transforming one structure into another via logically definable operations.

The syntactic part of an L-interpretation is a sequence of L-formulas. These formulas
define the new structures out of the given ones via their evaluations. The crucial point is
that many relevant logics £ have convenient closure properties with respect to interpreta-
tions. Given an L-interpretation, one can translate each sentence stating facts about the
interpreted structures into an equivalent sentence which refers to the original structures.
We assume in the following let £ be one of the logics FO, LY . C% = FP or FP+C.

oow? oow ?
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Definition 1.1.3. Let o, 7 be two vocabularies. Assume 7 = {Ry,...,R,,} where each R;
has arity r;. A k-dimensional L[o,7]-interpretation T is given by a sequence of formulas
in L[o] consisting of

e 0(x), called the domain formula,
e =(x,y), called the equality formula, and,
e for every relation symbol R; € 7, a formula ¢;(z1,...,Z,).

Here z, 4, z; are disjoint tuples of k pairwise distinct first-order variables. Formulas
defining the interpretation Z may contain additional free first-order variables z, called the
parameters of T.

Let Z(2) = (d,¢, (pRr) Rer) be a k-dimensional L[o,7]-interpretation with parameters Zz.
Let 2 be a o-structure with elements ¢ € A which are designated as an assignment for the
parameters of Z. Whenever the binary relation €% (¢) is a congruence on the T-structure
(6%(2),(¢2(€))rer), we denote with Z(2,¢) the corresponding quotient structure. We
can translate each formula ¢ € L[7] into a formula ¢ € L[o] by standard syntactic
manipulations, e.g. by replacing each first-order variable by k-tuples of new ones, by
relativizing quantifiers QZ to 0(x), by substituting equalities z = y by €(z,y), and by
replacing atomic formulas R(z1,...,%;) by ¢r(Z1,...,%;).

Lemma 1.1.4. (A,¢) = T iff Z(2A,c) = .

If we omit the specification of § or € in an interpretation Z, then we tacitly assume that
they are trivial, meaning that (z) is valid or £(&,y) is equivalent to & = y, respectively.

1.2. Descriptive Complexity Theory

The field of descriptive complexity is concerned with relationships between the classical
theory of algorithmic resources and the expressive power of logics. A central goal is to
understand to what extent algorithmic complexity classes correspond to structural classes
defined by sentences of different logics. In the following we formalize the notion of a logic
that captures a complexity class.

Definition 1.2.1. For any vocabulary 7 let 7« be the extension by a new binary relation
symbol < & 7. The class of ordered T-structures, ord[r], is defined as

ord[t] := {(A, <) € fin[r<] : A € fin[r] and < is a linear order on A}.
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For any vocabulary we fix a natural encoding scheme that associates with any ordered
structure (2, <) € ord[r] a finite string (A, <) € {0,1}*, see e.g. [37]. This scheme makes
it possible to encode structures by finite words. For any class C C fin[r] we define the
machine representation of C, denoted by (C), as

(C) :={(A, <):Ae€Cand < is a linear order on A}.

With this preparation it makes sense to ask whether a class of finite structures is contained
in a complexity class like NP or PTIME. On the other hand, we can assign the class
consisting of corresponding word structures to each set of finite words. In this way we
establish a direct correspondence between the class of relational finite structures and the
class of languages over the finite alphabet {0,1}.

Definition 1.2.2. Let £ be a logic, Comp a complexity class and D a domain of finite
structures. We say that £ (effectively) captures Comp on D if

(1) there is a computable function that associates with each sentence 1 in L[7] an algo-
rithm M, which witnesses that {20 € D[r] : A = ¢} € Comp, and

(2) for every model class C C D[r] whose membership problem is in Comp, there exists a
sentence 1) € L[7] such that C = {2 € D[7] : A = ¢}.

If we do not explicitly specify the domain, we are concerned with the domain of all
finite structures. Moreover, if the logic £ satisfies condition (1) on the domain of all finite
structures, we write £ < Comp. If on the other hand condition (2) is satisfied, we write
Comp < L. Consequently, if £ captures Comp on the domain of all finite structures, the
appropriate notation is £ = Comp. We summarize important capturing results for the
well-known complexity classes. The domain of ordered structures is the union over all
model classes ord[r].

Theorem 1.2.3.

(i) (Fagin) Ezistential SO captures NP (on the domain of all finite structures).
(ii) (Immerman) FO+DTC captures LOGSPACE on ordered structures.
(iii) (Immerman) FO+TC captures NLOGSPACE on ordered structures.

(iv) (Immerman, Vardi) FP captures PTIME on ordered structures.

(v) (Abiteboul, Vianu, Vardi) PFP captures PSPACE on ordered structures.
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That FP+C < PTIME is easy to see, and through the famous result of Cai et al. [16] we
know that FP4+C < PTIME. In particular, the availability of a linear order is crucial to
the capturing results stated in the above theorem. In fact they fail on the domain of finite
structures. It is one of the major open problems if there is a logic that captures PTIME.
Remarkably, Dawar [22] showed that in the case there is a logic capturing PTIME, then
there is also a natural one, i.e. an extension of FO by an uniform sequence of generalized
Lindstrom quantifiers. On the other hand, if one can prove that no logic captures PTIME,
this result would imply PTIME # NP, since NP is captured by the existential fragment of
second order logic.

1.3. Graphs, Logics and Games

Directed graphs are { E'}-structures G = (V,E), where FE is a binary relation, and undirected
graphs are directed graphs with a symmetric edge relation E and without selfloops. If we
speak of graphs only, then we usually refer to undirected graphs. For a comprehensive
introduction into basic and more involved concepts of graph theory we refer to [28].

In this thesis we consider the notion of treewidth for undirected graphs. This measure of
graph complexity has attracted much attention. One of the reasons for its importance is,
that many NP-hard graph problems (and even some PSPACE-hard ones) become tractable
on classes of graphs with bounded treewidth [13]. Treewidth can be characterized in
various equivalent ways. We provide an algebraic and a game theoretic approach, which
are probably the two best-known ones.

Definition 1.3.1. Let G = (V| F) be an undirected graph. A tree decomposition of G is
an undirected tree 7 = (T, E7) where T is a family of subsets of V', i.e. T'C P(V) and

(a) UT =V, and
(b) for all (u,v) € E there is some X € T so that {u,v} C X, and
(c) for every vertex v € V the set {X € T': v € X} is connected in 7.

Nodes in the tree T are called bags as they intuitively collect vertices of the graph G.
The width of the tree decomposition 7 = (T, Er) is (max{|X|: X € T'} — 1), and the
treewidth of G, denoted by tw(G), is defined to be the minimal width for which a tree
decomposition of G exists.

Seymour and Thomas [64] established a game characterizing the notion of treewidth.
The cops and robber game with k cops over G is played by two players, player I (the cops)
and player II (the robber). Here, k is a parameter of the game. The rules are as follows:
the cops possess k pebbles which they can place on vertices of the graph. The robber
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has one pebble which is moved through the graph via edges. In each move the cops first
choose a pebble. This pebble is either currently not placed on a vertex of the graph, or
it is removed from its current position w. Afterwards, but in the same move, the cops
determine a vertex v as the new position for their pebble. Then, the robber moves his
pebble along some path to a new vertex, which may also be the previous one. The chosen
path has to be cop-free, whereas the vertices v and w count as cop-free for the actual
turn. The cops win a play iff they can reach a position in which the robber cannot move
anymore. All other plays, i.e. precisely all infinite ones, are won by the robber.

Seymour and Thomas proved that a graph G has treewidth k iff the cops have a winning
strategy in the game with k + 1 pebbles, but the robber wins the game if the cops are
limited to k pebbles.

Another instance in which games have been successfully applied is model comparison.
We are interested in games capturing logical equivalence for L% and C¥  in particular.
In the style of classical Fhrenfeucht and Fraissé games, they are played by two players,
Spoiler and Duplicator, on two relational structures 2l and 6. The k-pebble bijection
game captures logical equivalence for Cﬁow. After its introduction we point out necessary
changes for obtaining the appropriate game for the logic ngow.

There are k pairs of corresponding pebbles (z1,y1), ..., (zg,yx) which can be placed
on elements in A and B, respectively. Formally, the positions are partial mappings h :
{1,...,k} = AxB. The initial position is h = () when no pebbles are on the structures yet.
Let the current position be h. In each move, Spoiler first chooses a pair 7 of corresponding
pebbles. Duplicator has to respond with a bijection f : A — B. The move ends with
Spoiler placing the selected pair of pebbles on a pair of elements (a,fa). Accordingly, the
new position is given by

h(j),  J#1

1(j) =
G) (a,fa), j=i.

If Duplicator cannot response to Spoilers move, or if range(h’) is not a partial isomor-
phism of A and 25, the game ends and she loses. She wins, if she never loses, i.e. when
she can force that each play has an infinite duration. Hella [44] proved that for all £ > 1
and all pairs of structures 2l and B Duplicator has a winning strategy in the k-pebble
bijection game iff no sentence in C*_ can distinguish between 2 and 8.

k

In order to capture logical equivalence of L[,

the rules have to be adapted so that
Duplicator becomes able to hide her bijection, i.e. Spoiler has to choose an element in A

without knowing the corresponding fa € B which Duplicator will select in response.
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1.4. Linear Algebra

We summarize basic definitions and results from linear algebra which are common knowl-
edge to a large extent. More special notions are taken from the monographs [52, 59]. The
set of natural numbers is denoted by w, the field of rationals by Q, and the ring of integers
by Z. For all m > 2 let Z,, be the residue ring of Z modulo the principal ideal mZ. The
unique finite field of characteristic p over p" elements is denoted by Fpn.

Problems from the field of linear algebra are expressed as matrices with entries in com-
mutative rings. These rings possess the minimum requirements for algebraic structure
needed in our logical framework. For instance, in noncommutative rings it is impossi-
ble to formulate queries as the product over a given finite set of ring elements equals
one. Throughout this thesis all considered rings are commutative and contain a neutral
multiplicative, i.e. a unity.

Definition 1.4.1. Let R = (R,+,-) be a commutative ring (with unity) and 7,J two finite
sets. An (unordered) I x J matriz over R is a mapping M: I x J — R. For the matrix
M we set m;; :== M (i,j) and adapt usual notations, e.g. we write M = (myj)ier,jecJ-

If |[I| = 1 we call M an (unordered) J column (vector) over R and similarly if |J| = 1 we
say that M is an (unordered) I row (vector) over R. In this case we identify the domain
of M with the sets J or I, respectively.

For unordered I x J matrices over a ring R we define matrix addition as expected. The
definition of a suitable matrix product is a straightforward adaption as well. For the sake
of illustration, let M be an I x J, and let N be an J x K matrix over R. We define the
product matrix M - N to be the I x K matrix L, with

lig =Y _mij-nj, forall ielkekK.
jeJ
Obviously, the set of I x I matrices over R forms a ring with respect to matrix addition
and multiplication. We skip the formal introduction of other well-known concepts like
matrices of unity, transposed matrices, matrix trace, the determinant and so on, since
they can also be defined for unordered matrices, mostly by straightforward adaptations
of their usual formulations.

However, one has to be careful in some cases. A square matriz of dimension n € w is
an I x I matrix for a finite set I of cardinality n. A square matrix is called singular if it
has no inverse, or , stated equivalently, if its determinant has no inverse in R. Note that
it would also be reasonable to call an I x J matrix square whenever |I| = |J|. Though,
this latter approach is not equivalent to the former one. Observe for instance that the
determinant of an I x J matrix with |I| = |J| can be defined only up to sign, whereas the
determinant of an I x I matrix is determined as a unique ring element. Moreover, it is not
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reasonable to talk about the trace of some I x J matrix even in the case where |I| = |J].
For square matrices as we have introduced them, matrix trace is perfectly defined.

In the literature other matrix properties are often considered exclusively for matrices
over stronger algebras, e.g. fields. The matrix rank (in its usual definition as the dimension
of the column or row space) is an important example. At the same time its notion is of
central interest within this thesis. However, its common definition relies on the concept of
linear dependency, which itself presupposes appropriate vector spaces containing the rows
and columns of the matrix. Nevertheless, matrix rank can be generalized by considering
the rows and columns of the matrix as elements in a free module over R. For modules
linear dependency is formalized in the same way as it is for vector spaces. Spoken infor-
mally, a module can be thought of as a vector space over a ring, though properties vary
significantly. For instance, a module may not have a basis. To be more precise, a module
M over the ring R is an algebraic structure M = (M, +,-), where + : M x M — M is
an addition and - : R x M — M is a scalar multiplication, so that (M,+) is an abelian
group and for all r,r" € R, m,m’ € M we have 1m = m and

(1) r(r")Ym = (rr")m, and
(2) (r+r"Ym =rm-+r'mand r(m+m') =rm+rm’.

The module M is called free if it is representable as a direct sum which only contains
as summands the ring R itself.

Definition 1.4.2. Let R be a commutative ring with unity and let I be some finite set.
The set of all I rows forms a free module R! over R, whereby addition is matrix addition
and scalar multiplication is component wise ring multiplication in R.

After this definition we are ready to introduce the concept of matriz rank formally.
According to the preceding definition, we can decompose each I x J matrix M into a
set of I row vectors or J column vectors. These are elements of the modules R! or R”,
respectively. Using this fact, we formalize linear dependency for rows and columns in
the same way as it is done for vector spaces. We define the row rank and the column
rank of M to be the size of a maximal subset of linear independent rows or columns,
respectively. Unless stated otherwise, we conduct our investigations with this definition
of matrix rank.

Remarkably, the notion of matrix rank over commutative rings lacks many useful prop-
erties that it possesses over fields. One can for instance find non-equivalent formulations
for its notion in the literature. Especially, common criteria for solvability of linear equa-
tion systems fail or have to be reformulated. For our definition, further properties fail.
The row rank, for instance, does not equal the column rank in general. To observe this,
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consider the finite commutative ring R = Zo ® Zo @ Zs and the matrix

(1,0,0) (0,0,1)
M= |(0,1,0) (1,0,0)
(0,0,1) (0,1,0)

One can check that its columns are linear independent, whereas each row is annihilated
by a single element. Hence, the column rank equals two but the row rank equals zero.

Despite that, both values are at least invariant against row and column permutations
as it is required in our logical framework. We agree that within this thesis, whenever
we speak of matrix rank we actually refer to the column rank. It is common place that
differences between both values disappear over fields.

Theorem 1.4.3 ([59]). Let A be an I x J matriz over a field F. Then the column rank
of A is equal to the row rank of A.

Furthermore, the rank of A is also the maximal integer t > 1 so that there is a nonsin-
gular t x t submatriz of A. We conclude that for the case I = J, the matrix A has full
rank iff it is invertible.

Let b be an I column vector over R. In this case the linear equation system (A,b) is

solvable iff rk(A) = rk((A|b)).

We emphasize that the above theorem fails over rings. Actually, much research is
going on about this concern. For instance, Elizarov [31] recently established a remarkable
amount of necessary conditions for solvability of linear equation systems with respect to a
different notion of rank and various kinds of commutative rings. More details and further
approaches to matrix rank over rings can be found in the monograph [59].
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Linear Algebra and Counting Logics

In this chapter we analyze the descriptive complexity of classical problems from linear
algebra. In particular, we are interested in properties which are decidable in PTIME.
Consequently, our focus lies on the logic FP+C, which is known to capture PTIME on a
great variety of important structural classes. Grohe [38] has recently shown that FP+C
captures PTIME on every class of graphs with excluded minors, e.g. on the class of all
planar graphs or on each class of graphs with bounded treewidth. It turns out that
many problems of linear algebra can be expressed in FP+C. Examples include iterated
matrix multiplication and matrix inversion. In contrast, strongly related problems such
as solvability of linear equation systems, are located in PTIME \ FP+C. Noteworthy, from
the perspective of algorithmic complexity these problems are equivalent.

Almost all problems that occur in linear algebra are questions about matrices over
specific domains. Varying the underlying domain usually has crucial influence on the
complexity of the given problem. Most frequently the ring of integers, the field of rationals
and general finite fields are studied as important instances in the area of algorithmic
complexity theory. For the case of finite domains we prefer to choose the most general
framework. In consequence, we consider matrices defined over finite commutative rings.
In Section 2.1, we first agree on a uniform encoding by finite structures. Equipped with
this representation scheme, Section 2.2 starts to explore basic queries for which an FP+C
definition, based on simple matrix arithmetic, exists. We extend many of the known
results for the case of matrices over finite rings. Sections 2.3 and 2.4 establish FP+C
definitions for the characteristic and the minimal polynomial. We infer definability results

for the matrix inverse, the adjugate and the determinant of a matrix.

In contrast to the positive results, Section 2.5 gives reasons why one of the most classical
problems of linear algebra, namely deciding solvability of linear equation systems, cannot
be defined in FP+C. To get a clearer view on the structural properties of this problem
and to derive a deeper understanding of its descriptive complexity, Section 2.6 establishes
a collection of different classes which reduce to solvability of linear equation systems via

first-order interpretations.
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2.1. Encoding Matrices over Different Domains

We introduce the technical framework for encoding matrices as relations in finite struc-
tures. This way we can talk about problems from linear algebra in a logical setting. Actu-
ally, all relevant problems from linear algebra are representable by appropriate matrices.
Relevant numerical logics, such as e.g. FP+C, are interpreted over extended two-sorted
structures A", which include an ordered numerical domain (cf. Section 1.1). As a matter
of fact, our discussion comprises the usage of numerical elements in matrix encodings. If
we define queries, we either assume that structures are equipped with an intrinsic numer-
ical domain, or we stick to an encoding which does not make use of numerical elements.

According to Definition 1.4.1, unordered matrices are defined as a mapping over the
Cartesian product of two finite sets. In order to index the rows and the columns of a
matrix, our encoding scheme makes use of elements (or even tuples of elements) from
the universe of the underlying structure. Since we deal with arbitrary finite structures,
we agree that such sets are not linearly ordered in any intrinsic way. Hence we stick
to the notion of unordered matrices in general, and we only consider properties of, or
operations on matrices which are invariant under row and column permutations. This
includes matrix singularity, matrix multiplication, matrix determinant and matrix rank
for instance.

Our encoding is strongly based on methods used in [12, 27, 24]. As we are concerned
with finite model theory, our main interest manifests in matrices taking entries in finite
rings. Nevertheless, we also prepare ways for dealing with matrices over Z and Q. The
main idea can be illustrated as follows: Let G = (V,E) be a finite graph. We consider its
adjacency matrix Mg as an unordered matrix over the two-element field Fo. Formally it
is given as the (unordered) V' x V matrix Mg over Fy which is defined by

07 (a7b> ¢ E7

Mg(a,b) =
g(a.b) 1, (ab)€E.

In this sense the finite graph G encodes the matrix Mg. The same considerations apply
to formulas. Let ¢(u,v) be a formula in some logic £ of vocabulary 7. We assume that
its free variables are among the first-order variables © and v. For any 7-structure 2 the
formula ¢ defines a graph over A via its expansion, i.e. the graph (A, p*). This means
that ¢ also defines an A x A matrix M % over [Fo, which is the adjacency matrix associated
to the graph (A, ¢™).

Our aim is to generalize this basic idea in two concerns. First of all, we extend the
encoding for the representation of matrices defined over arbitrary finite rings R. The
adjacency matrix of a graph can also be regarded as a matrix over the ring R with the
agreement that its entries are the elements 0,1 € R. The problem is that we are still
restricted to matrices with only two different entries.
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The obvious solution is to enhance the vocabularies. We use designated relation symbols
for all single elements in the ring R. Assume for instance that we want to encode a matrix
over the four-element field Fy. Usually this field is constructed as Fa[z]/(22 + 2 + 1).
According to this definition we denote its elements by 0,1,z,z + 1. Recall how field
operations are defined for this representation, e.g. z-(z+1)=1and 1+ (z +1) = z. We
fix 7 as the vocabulary containing three binary relation symbols E1, E,, F. 1 and consider
a T-structure . Each of the three restrictions of 2 to one of its single relations is a graph
with vertex set A. The associated adjacency matrices have entries 0,1 € Fy. Let M,
M, and M. le+1 denote these matrices. By composing the three adjacency matrices with
their corresponding ring elements we finally arrive at the A x A matrix M* over F, which
is the matrix encoded by 2:

Mm(avb) = Mlgl(a’ab) +z- Mzgl(a’ﬂb) + (Z + 1) ’ M,zgl-i-l(avb)'

In exactly the same manner, sequences of formulas ¢1(u,v), @, (u,v), @.4+1(u,v) define
matrices over Fy in every structure interpreting them. As previously mentioned, we con-
sider a further generalization of the matrix representation. In Chapter 3 we investigate
various logical extensions by operators from linear algebra. These operators express prop-
erties of definable matrices. To obtain sensible logics which are e.g. closed with respect to
logical interpretations, it is reasonable to include operators of unbounded arity. It is even
necessary, as Section 4.1 demonstrates. Consequently, these operators decide properties
of matrices which are defined over tuples of elements. We speak of matrices having dimen-
sion (k,l) if their rows and columns are indexed by tuples of length k and [, respectively.
Up to this point we have only considered matrices of dimension (1,1). Assume we want
to encode a matrix over Fy of dimension (1,2), i.e. we have single elements to index the
rows, and tuples of length two that index the columns. We declare three ternary relation
symbols F1, E, and E,;1 to form a vocabulary 7. Let 2 be a 7-structure. By identifying
the ternary relations in 2 as binary relations over the set AU A2, we obtain an extended
version of adjacency matrices. For x € {1,z,2z + 1}, we set

07 ‘f 7b7 Egl
M2 (a,bc) = if (a,b) ¢
1, if (a,b,c) € B

Accordingly, 2 encodes the A x A% matrix M* over F, defined as
M*(a,be) == M a,be) + 2z - M (a,be) + (2 + 1) - M2 (abe).

In the same way a sequence of formulas ¢ (u,vw), @, (u,pw), Y,+1(u,ow) gives rise to
a matrix over Fy of dimension (1,2) in every structure via expansion. We define the
illustrated encodings more formally. To abbreviate the set of possible matrix dimensions,
we define for integers s > 2

§={(v,w) :v,w>1,v+w = s}.
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Finite Rings Our first concern is to introduce a uniform encoding appropriate for
general finite rings R. Let s > 2 and let (v,w) € § be a matrix dimension. We fix an
enumeration of the ring elements of R as aq,...,a; and a signature T%w, which consists
of designated relation symbols M(E’“’w where each is of arity s.

Let 2 be a 75"-structure. For tuples a € AVb € A" choose I C {1,...,k} as the
smallest set satisfying that whenever ¢ ¢ I then 2 }~ Mgf’”’w(&,g). Thus, I is the set of
indices 1 < ¢ < k for which the ring element a; € R has to be considered when obtaining
the matrix entry at position ((i,B).

Use the set I to define the element R[,a,b] := >;c;a; € R. That way each finite
structure 2 of signature 73" encodes an A” x A" matrix over R, denoted by My:

Mgy(a,b) := R[A,a,b].

In the same manner we proceed for formulas: let ¢ = (pq,(2%,...,2%))1<i<k be a
sequence of T-formulas in some logic £ and let its free variables be among the first-order
variables z1,...,2%. In any 7-structure 2l and for any dimension (v,w) € 3, the formula
sequence ¢ encodes an AY x A" matrix over R. This matrix M is defined through the
expansion of ¢ in 2, i.e. it is the matrix encoded by the structure

(A, (92 )1<i<k) € fin[r"].

To emphasize that ¢ should represent a matrix of dimension (v,w) € §, we notate

(Soaz( 1 ’ S))lgigk ((paz( 1 v PYou+1 S))lgigk

The presented encoding was also used by Dawar and Holm [24] and implicitly in [7]. It
does not rely on numeric elements and it is applicable for all finite rings.

If we deal with logics interpreted over extended structures AT, like e.g. FP4+C, we can
make the representation of ring elements more explicit by identifying them with an initial
segment of the natural numbers. Following this approach, ring elements are, in a certain
sense, available in the structures itself, meaning that they can be identified with values
of numerical terms. As a matter of fact, matrices become definable by single numerical
terms. Using FO™-interpretations, one can easily switch between both encodings. We
omit technical details for the general case in order to avoid overburdening the notation.

In the special case of quotient rings Z,, however, this encoding is more natural than the
generic one. This is because the addition and multiplication available in the arithmetic of
the extended structures can directly be engaged as ring addition and multiplication for the
ring itself: we only have to reduce results modulo m. By this means, matrix definitions
become more compact and readable. Dawar et al. [27] introduced this encoding for prime
fields I, but it is convenient for the general case, i.e. for arbitrary m > 2. In this encoding
we also use numerical elements to index rows and columns.
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Quotient Rings over the Integers Assume m > 2, s > 2, and a matrix dimension
(v,w) € § are given. Let 7 be a vocabulary and let x(v) be a numeric 7-term defined in
some logic £, like e.g. FO™ or FP+4-C, which is interpreted in extended structures 2A%*. Its
free variables should be among the first-order variables v. We require |v| = s and allow
each first-order variable to be typed, i.e. each variable can range over the universe or the
numeric domain of the two-sorted models.

Let v=21...2pm41-. - MoY1 - .- YkVk+1 - - - Y, Where all the z;, y; are universe variables
and the 7;,v; are ranging over the arithmetic. According to our convention from Sec-
tion 1.1, we require numeric variables to be bounded by a numeric term. Let ¢, and ¢, be
tuples of numeric terms designated to bound the variables in 77 and v, respectively. We
indicate that we have agreed on this setting by writing x(v) = X(iﬁgﬁ, Yv<i,)-

In a given 7-structure 2 the term x(v) defines a matrix as follows: Rows are indexed
by tuples in A! x w¥~! and columns by tuples from A* x w®~* whereby the numeric
components in the tuples are bounded by the values of the terms ¢, and ¢, in 2. The
entries of the matrix are the values of x(v) modulo m interpreted in 2 at a given position.
To be precise, let ¢ = (q141,...,q) € W’ and ¥ = (1441, .. ,7w) € WP be the unique
tuples of natural numbers satisfying 2 = t,, = ¢ and 2 |= {,, = 7, respectively. We set

Q :={(ngy1,...,n) cew ™ in <g for I +1<i<w}, and
R:={(npg1,...,n0) €W i my <y, for k+1<i<w}.

Then x(v) defines in 2 the (A4’ x Q) x (A* x R) matrix My over the ring Z,,, defined by
M (an,bm) := x*(anbm) mod m, for (a,n) € A' x Q, (b;m) € A* x R.

The usage of numeric variables makes the encoding incomparable with the generic one.
If we abandon this option, it is easy to give FO™'-interpretations which translate one
encoding into the other. We tacitly switch between them whenever it seems useful.

Integers and Rationals Finally, we want to discuss possibilities to handle matrices
with entries in Q and therewith in Z. In contrast to finite rings, each encoding based
on a finite set of relation symbols or formulas is not meaningful. Actually, each set of
matrices over (Q whose entries form a finite set of rationals can be encoded in this way.
However, neither would this technique lead to a uniform representation for matrices over
the rationals nor would it assure closure under logical definability of simple operations
like, e.g. matrix addition or multiplication.

We consider structures that include an ordered numerical domain as a second sort.
Either this arithmetic is inherent to the structure itself, or it is available due to dealing
with numerical logics. The obvious idea is to use a numeric term for defining matrices

over Z and two numeric terms (numerator and denominator) to define matrices over Q.
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However, in the logics we are interested in the size of matrix entries would be polynomially
bounded with respect to the cardinality of the universe. To avoid this restriction, Blass
et al. proposed to represent entries of integer matrices by their binary expansions [12].
We introduce their setting for rational matrices, see also [27].

By handling numerators and denominators of entries separately it suffices to deal with
integer matrices since a matrix over Q can be expressed by two matrices over Z. So
let p(Z,y,v<¢) be a formula in some logic £ over a signature 7 which is interpreted in
extended two-sorted structures 2. Let the set of free variables in ¢ be among the first-
order (universe) variables z and y and the numeric variable v. We assume that v is
bounded by a numeric term ¢ and choose s > 2 such that (|z|,|y|) = (v,w) € §. Let A be
some T-structure. For tuples a € A”,b € AY let the set C[2,a,b] be defined as

C[Ql,c_@,l_)] ={yew:v< tglv A = @(57577)}'

The set C[2A,a,b] collects those natural numbers + for which the coefficient of 27 in the
binary expansion for the matrix entry at position (Z,y) should be one. The sign of this
entry is encoded by the value t*. Accordingly, we declare ¢ to encode the A” x A* matrix
Mg, over Z defined by

_17 if 2 ): @(&,Bﬂfm)

Mg (a,b) == Z 27 . e

vEC[A,a,b]

The arithmetic, or the numerical domain, allows us to represent integer matrices which
have entries of exponential size (measured in the cardinality of the universe). Once again
we stress that in queries the numerical domain has to be inherent to the structures itself.

Finally, we present a normal form for the uniform encoding. Consider a finite ring R
for which we have agreed on an enumeration of the ring elements as aj,...,ar. Let
(pa;(z1,...,25))1<i<k be a sequence of formulas in some logic £ which encode a matrix.
Let further £ be closed under first-order operations. It is a simple observation that there
is an equivalent encoding (g, (21, ...,2s))1<i<kr With the following uniqueness property:
there is precisely one 1 < i < k so that A = 14, (a) for all structure 2 and tuples a € A.
This is because for all a; € R there are only finitely many different ways to generate a;
as a sum out of the other elements due to the finiteness of R.

2.2. Simple Matrix Arithmetic

In this section we study fundamental queries related to simple matrix arithmetic. This
includes operations like matrix addition, matrix multiplication and the trace of a square
matrix. We argue that fixed point logics can define iterative versions of these operations,
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and we explain how these basic results can be exploited to derive logical descriptions of
more sophisticated problems as singularity of matrices.

We start with matrix addition: clearly this operation can be handled even in FO for
any finite ring. Consider the case of matrices over Q. They are represented by binary
expansions of numerators and denominators. If a logic allows fixed point recursion over the
numerical sort, we can define addition of two rationals given their binary expansions, since
so every polynomial time property over the ordered numerical domain of the structure is
definable.

Proposition 2.2.1. Matriz addition over finite rings and Q can be defined in FP+C.

In contrast to matrix addition, the logical definability of matrix multiplication is slightly
more involved. Let A be an I x J matrix and B an J x K matrix. In order to determine
the entries of A- B, one has to sum up products of the form a;; - bj;. The single products
can obviously be handled like in the case of matrix addition. The difficulty manifests
in the summation over the whole set. The straightforward approach of summing up the
products one after the other is not definable in any logic, since this would require an order
on the index sets. Blass et al. [12] solved this problem for Fy. Generalizing their idea
proves that matrix multiplication can be defined for any finite ring in FP+C.

Theorem 2.2.2. Let R = (R, + ,-) be a finite ring, T a vocabulary and let two sequences
of T-formulas (pa(Z,9))acr and (Vo (y,2))acr of FP+C be given. Then there is a sequence
of FP+C-formulas (94(Z,2))acr such that for all structures A we have My = Mg - M;f

Proof. For each a € R we find a numeric term x,(Z,z) which takes for tuples a,c € A in
a structure 2 the following value: x*(a,¢) is the multiplicity of the element a appearing
as a summand in the calculation for the entry (Mg - M;f )(@,c).

The crucial point is that in a finite ring each element induces a finite cyclic subgroup
with respect to ring addition. From elementary group theory we know that this subgroup
is isomorphic to (Zg,+) for some k < |R|. Thus, we can assume that each of the numeric
terms X,(Z,z) takes values bounded by |R|, namely by reducing their values modulo the
appropriate k. We are left with a constant number of different tuples (x¥(@,¢))acr which
can be handled easily. O

We proceed with the discussion of matrices over Q and corresponding properties defin-
able in FP4+C. In particular, we can omit technical details concerning polynomial time
arithmetic of rationals in binary representation. Assume that two logical definitions of
matrices over Q are given by sequences of FP+C-formulas (¢, (Z,y,v<s¢),pa(Z,y,v<t¢))
and (Y (¥,2,v< g ),0a(y,Z2,V<pv)). In order to simplify the argumentation, it is convenient
to reduce this_problem to a problem for matrices over Z. One can define in FP+C (the
binary expansion of) the product of all integers with the following property: the binary
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expansion has a length smaller than the value of the term max(¢%,t¥), and the integer
is at the same time present as a denominator of one of the matrix entries. Hence, also
the matrices resulting by scalar multiplication with this integer can be defined in FP+C
from the ones given. Both resulting definitions encode matrices over Z. As we will see,
the matrix product of two matrices over Z is FP+C definable and so is the product of the
original matrix by restoring the denominator as the square of the integer defined before.
Considering these explanations we agree that it is sufficient to deal with matrices over Z.

Let ¢(z,y,v<¢) and 9¥(y,2,v<s) be two formulas. We reuse the idea of Theorem 2.2.2,
i.e. we apply the counting mechanism from FP+C to find a numeric term x(z,z,v) such
that for all structures 2 and a,c € A we have

(M§ - M) @e) = Y x*a@en) 2" (22.1)
y<max(t,s)%

The length of the binary encodings of entries in the product matrix can be bounded
by the numeric term r := (fx(x = x) + t + s). Thus, we conclude that there is an FP+C
formula J(z,z,v<,) defining the same matrix as x(z,z,) but in the usual binary encoding.

Theorem 2.2.3 ([27]). The product of FP+C definable matrices over Q is again an FP+C
definable matriz over Q.

A closely related problem concerns raising a definable matrix to a non-constant power.
This power may be given as a numeric term Y. Since the problem directly reduces to
iterated matrix multiplication, the previous results indicate that FP+C is able to express
matrix powering via fixed point recursion. Provided that the matrix has entries in some
finite ring R = (R,+,-), we can easily follow this way. If its entries are elements in Q or Z,
we have to ensure the existence of an appropriate numeric term which bounds the length
of the binary expansions corresponding to entries in the resulting matrix. For illustration,
consider an FP+C matrix encoding over Z, i.e. an FP+C-formula ¢(Z,y,v<¢). One easily
verifies that it suffices to choose [(|y]- (x — 1)) -log(card) +¢ - x|, where card := fz(z = x).

Corollary 2.2.4. Given an FP+C representation of a (square) matrix over some finite
ring R or over Q and a numeric term x, one can find an FP+C formula encoding the
x-power of the given matrix.

Blass et al. [12] investigated the same problem for powers that are even exponential in
the size of the input structure. Again, these powers are defined by an FP4C formula in
their binary expansions. Using the well-known method of repeated squaring they estab-
lished an FP+C definition for this query. Based on this result they proved that over finite
fields singularity of matrices is definable in FP4+C. We sketch the main ideas and extend
them along the way to handle even matrices over arbitrary finite rings.
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Let R be a finite ring and I some finite set. Denote by GL;(R) the set of all I x I
matrices M over R so that det(M) is invertible in R. It is common knowledge that this
set forms a group with respect to matrix multiplication, which is known as the general
linear group over R. The crucial point is to gain knowledge about the cardinality of
this group, which clearly depends on |I|. Note that an I x I matrix M is nonsingular
iff MIGLI(RI = 1, which is a direct consequence of Lagrange’s Theorem. We require an
important result from commutative ring theory which can be found in [10]. A ring is
called local if it contains exactly one maximal ideal, e.g. each field is a local ring. For
more details on local rings we refer to [33].

Theorem 2.2.5. Let R = (R, + ,-) be a finite commutative ring and I a finite set.
Then there is a unique decomposition of R as a direct sum of local rings. In fact if
Py, ..., Py, is a list of all prime ideals in R, then there exists t > 1 such that

R (R/P)@--- @ (R/PL).
Furthermore, we have GL;(R) = GL;(R/P}) & --- & GL;(R/PL).

Thus, it suffices to analyze the cardinality of GL;(R) for local rings R. The next result
is formulated as an exercise in [59].

Theorem 2.2.6. Let R = (R, + ,-) be a local finite commutative ring with the unique
mazimal ideal m and let I be a finite set. We denote the field R/m by F and its cardinality
by k :=|F|. Then we have

[]—1 [1]—1

IGLy(F)| =k TT @ =& and  |GL(R)| = [RI"F- TT (1 — &),

i=0 i=0
Proof. The first equation can be explained as follows: Since F is a field, an I x [ ma-
trix over F is invertible iff its columns are linearly independent. Each set of ¢ linearly
independent column vectors gives rise to k’ different linear combinations which can be

]

generated. Thus, there remain (k/! — k%) many possible columns which are independent

of the given ones. This counting argument shows that

IGLy(F)| = (KM = 1) - (RMT — k) - (kM — g2y (T — gD

[7]-1 [7]-1 [1-1
=TI ¢ (kM — H ET(1 — g1y = gl I1a- k1.
i=0 i=0

Now consider the canonical surjective group homomorphism 7 : GL;(R) — GL(F).
There are |m|I” different I x I matrices over (1 — m), hence |ker(r)| = |m[!I*. The
fundamental homomorphism theorem implies

|GL7(R)|

’m“[|2 = ’GLI(‘F)|7
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which proves the second claim since |F| - |m| = |R]. O

Let an FP+C matrix encoding over some finite ring R = (R, + ,-) be given, i.e. a
sequence of FP+C-formulas (¢, (Z,y))ecr such that |z| = |y| =: s. The aforementioned
theorems assert that there is an FP+C formula 7(v) and a numeric term ¢ such that for
all structures 2 the evaluation 1n*(v<;) determines the binary expansion of |GL4s(R)|.
Furthermore, by using the technique of repeated squaring and e.g. a simultaneous fixed
point definition, one can show that there are FP+C formulas (14(Z,y,t<t))acr so that
for all structures 2 and ¢ < t* we have M;f(c"") = (Mg)*. Combining these two facts
establishes the desired existence of FP+C formulas, say (9,(Z,y,4<t))acr, With

My = (M§)|GLAS (R)I

This procedure is clearly applicable for other integers than |GL4s(R)| whose binary
representation is definable in FP4-C in the indicated sense. Especially, we can define the
inverse of a matrix in GL4s(R) simply by taking it to the power |GLs(R)| — 1. The
following theorem summarizes the achieved results.

Theorem 2.2.7. Let an FP+C matriz encoding over a finite ring R = (R, + ,-) be given
as (0a(Z.9))acr where |z| = |y|. Further let n(v<¢) be an FP4+C formula defining in each
structure A a natural number kg via its binary erpansion. Then one can find FP+C
formulas (Va(Z,Y))acr such that MY = (Mg)k for all structures 2.

Moreover, there is a sequence of FP+C formulas (¥4(Z,y))acr so that for all A we have
MY = 0 whenever MY & GLas(R) and Mg - MY =1 otherwise.

The approach for matrix inversion used above is not applicable for matrices over Q
or 7Z, since their general linear groups are infinite. Anyhow, there is a way to define the
inverse of matrices in these cases. This will be discussed in Section 2.3.

We add a short remark concerning matrix traces. For each matrix it is possible to
define the matrix containing only its diagonal. This can be achieved by rewriting each
single formula ¢(z,y) in a given representation into the formula £ = y A p(Z,y). Hence,
it is possible to define the trace as this reduces to matrix multiplication of the diagonal
matrix and the matrix filled with ones.

Proposition 2.2.8. Given an FP+C representation of a (square) matriz over a finite
ring R or over Q, one can find FP4+C formulas encoding the trace of the matrix.

Another relevant query in this context is the class of nilpotent matrices. An I x [
matrix A is nilpotent if there is an m € w such that A”™ = 0. Let n = |I|. For matrices A
that are defined over fields one can show that A is nilpotent iff A™ = 0. Hence, FP+C is
capable to define nilpotency of matrices over fields. The same is true for matrices over Z,
and moreover there is an interesting connection to graph theory in this case. Consider A
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as being the adjacency matrix over Z of some directed graph G. It is an easy observation
that the entries in A™ correspond to the total number of different ways connecting two
vertices in G. For this reason, the matrix A is nilpotent iff the graph G is acyclic. This
equivalence fails if we consider nilpotency over rings of finite characteristic.

2.3. Characteristic Polynomial and Determinant

We investigate definabilty of the characteristic polynomial in FP+C. In particular, we can
establish FP+C-formulas for many other notions like the determinant or the inverse from
a definition of this polynomial. We first recall its definition. Let A be an I x I matrix
over a commutative ring R, where n := |I|. The characteristic polynomial of A, denoted
by x4 € R[X], is given by the identity x4 = det(XE; — A), where E; denotes the I x I
identity matrix over R and X is an indeterminate. The following theorem summarizes
some useful facts about this polynomial.

Theorem 2.3.1. Let A be an I x I matriz over a commutative ring R, where n := |I|
and let xa(X) = X"+ a1 X" P+ +a,1X +a,. Then we have xo(A) = 0 by the
theorem of Cayley-Hamilton.

Furthermore, for all 1 < i < n the coefficient a; is given as (—1)* times the sum over
determinants of all principal submatrices of dimension i. In particular, it follows that
ap = (—1)"det(A) and a1 = —tr(A).

Theorem 2.3.1 implies that an FP+C definition of the characteristic polynomial provides
FP+C formulas defining the inverse, the adjugate, the trace and the determinant of a
matrix. In this sense knowledge about the characteristic polynomial is very profitable. In
a first step we show that an FP4C definition of the characteristic polynomial is possible
whenever the matrix has entries in Z or Q.

The underlying idea is due to Rossman [11] who also showed how to proceed for ma-
trices over finite fields. He suggested the application of a well-known parallel algorithm
developed by Csanky [21]. Following his approach, Dawar et al. [27] showed that the
algorithm can also be formulated in FP+C.

The main advantage of Csanky’s algorithm is its applicability in the logical setting. This
is due to the fact that no matrix manipulations or calculations are involved which require
a systematic treatment of arbitrary big submatrices. In contrast, compare Csanky’s al-
gorithm e.g. to the algorithm of Berkowitz [8, 69]. However, the algorithm has also its
disadvantages, mainly manifested in the application of divisions. For this reason a gener-
alization which allows to handle matrices over arbitrary finite rings is hard to establish.
The algorithm itself is applicable for rings R in which division by |I|! is possible. In
our framework the size of the matrix depends on the size of the finite structure encoding
it, thus it seems that we can only handle rings with characteristic zero. But as already
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pointed out, in some cases there are ways to circumvent this restriction. We explore these
cases systematically after the treatment for matrices over Z and Q. Csanky’s algorithm
is based on the following fact.

Theorem 2.3.2 ([59]). Let A be an I x I matriz over a ring R in which division by |I|!
is possible, and assume xA(X) = X"+ a1 X" '+ +a,_1X + a,, where n = |I|.
Then a1 = —tr(A), a, = (—1)"det(A) and for 2 < k < n we have

ay = (—1)’% {ak,ltr(A) + agp_otr(A%) + -+ artr(AM) + tr(A’f)}

PEPIS R Y
( 1) kzakfztr(A )
i=1

Thus, the task of determining the coefficients of the characteristic polynomial can be
reduced to find traces of all matrix powers up to || combined with some easy polynomial
time calculations in the ring. Corollary 2.2.4 and Proposition 2.2.8 show that the first
task can be handled in FP4+C. For matrices over Q the remaining calculations can be
carried out over the numerical domain and thus be defined in FP+C. This proves the
following theorem.

Theorem 2.3.3. Given an FP+C representation of a (square) matriz over Z or over Q
one can find FP4+C formulas encoding the characteristic polynomial of the matrixz. In
particular one obtains FP+C formulas defining its determinant, inverse and adjugate.

The question remains how to proceed for matrices having their entries in some finite
ring. As already pointed out we are unable to answer this question in general yet. Recall
from Theorem 2.2.5 that any finite (commutative) ring is the direct sum of local rings.
As a consequence, we can constrain our observations to local rings. For special kinds of
local rings we are able to adapt Csanky’s algorithm.

First of all let p > 2 be a prime, e > 1 and let Z,e be the local ring of residue classes of
integers modulo p®. Consider the canonical ring epimorphism 7 : Z — Z,e. This epimor-
phism allows to transfer all calculations formulated for the ring Zp into corresponding
calculations carried out in the ring Z. Afterwards it is possible to coherently restore
the proper result in Zpe by engaging m again. Since the coefficients of the characteristic
polynomial can be obtained solely by means of both ring operations, we are able to pro-
ceed as follows: Given a matrix over Zye, switch to the canonical matrix over Z. Now
determine the coefficients of the characteristic polynomial of this matrix and reduce the
results again according to 7. In this way one obtains the characteristic polynomial of the
original matrix. It is clear that all described steps can be defined in FP+C.

The foregoing considerations include the case of all prime fields. We switch to arbitrary
finite fields at this point. Such fields are given by Z,[X]/(f) where p > 2 is a prime and
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[ € Zy[X] is a monic irreducible polynomial. The canonical epimorphism 7 : Z — Z,
extends to an epimorphism m : Z[X] — Zpy[X] via reduction of coefficients. If we choose
a monic polynomial g € 7~ 1(f) we obtain an epimorphism o : Z[X]/(g) — Z,[X]/(f)
by setting o(p + (g9)) = 7(p) + (f). To see that o is well defined note that for any
polynomial h € Z[X] we have g | h iff f | w(h). Thus, we can follow the same lines as
above, i.e. given a matrix over an arbitrary finite field, switch to a matrix over Z[X]/(g),
determine its characteristic polynomial, and reduce the result again via ¢ to obtain the
desired polynomial of the original matrix. We can work in Z[X]| due to the canonical
epimorphism Z[X| — Z[X]/(g) too.

However, the only infinite domains yet considered were Z and Q. So we still have
to argue that the established results concerning FP+C definability can be transferred to
the case of matrices over Z[X]|. Since we want to use Csanky’s algorithm over Z[X],
this primarily includes definability results for powers of matrices and their traces. To
avoid overburdening the notation we skip a formal introduction of an encoding for such
matrices. Actually it should be clear that polynomials in Q[X] can be encoded by FP+C
formulas if they have a degree which is polynomially bounded in the size of the structure.
For example we could just list the binary expansions of their coefficients. Furthermore in
this encoding all PTIME manipulations can be defined in FP4C.

For matrices over Z[X]/(g) entries can be chosen to be polynomials in Z[X]| whose
degree is bounded by the degree of f, which is a constant. Rising such a matrix to
a power which is polynomially bounded in the cardinality of the structure, leads to a
matrix whose entries are polynomials in Z[X], whose degree is polynomially bounded in
the size of the input structure as well. With this knowledge and by reusing adapted ideas
of Theorem 2.2.3 and Corollary 2.2.4, we can accept that FP+C is capable of defining
the required objects and operations to perform Csanky’s algorithm over Z[X]. Finally,
we reduce the coefficients of the resulting polynomial modulo g and afterwards modulo p.
This way we obtain coefficients of the characteristic polynomial of the original matrix.

Theorem 2.3.4. Assume we have given an FP4+C encoding of a (square) matriz over
some finite ring R whose unique decomposition into local rings consists of finite fields and
rings Zpe for primes p > 2 and integers e > 1.

Then there are FP4-C formulas encoding the characteristic polynomial of the matriz. As
a consequence, there are FP+C formulas that define the determinant, inverse and adjugate
of the given matriz.

It remains unanswered whether the same result holds for general rings, and in particular
whether FP+-C is capable to define the determinant of a matrix over all finite rings. The-
orem 2.2.7 states that singularity for matrices can be defined in FP+C for arbitrary finite
rings. Thus, there is only a small gap that remains between non-invertible determinant
and determinant equals v for some r € R. We suppose that this gap can be closed.
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2.4. Minimal Polynomial

In contrast to the characteristic polynomial, the minimal polynomial for matrices over
commutative rings R is undefined. This is due to the fact that R[X] is not a principal
ideal domain, i.e. in general the ideal in R[X] which contains all polynomials annihilating
the matrix is not generated by a single polynomial. Furthermore, proofs showing the
uniqueness of the minimal polynomial are based on the euclidean division algorithm, which
naturally requires R[X] to be an euclidean domain. As a result, in this section we are only
interested in square matrices over finite fields F. Recall that the minimal polynomial of
an I x I matrix A over the field F is the unique monic polynomial p4(X) € F[X] which
has minimal degree and annihilates the matrix. To be more precise, it is the polynomial
pa(X) = X" +cp 1 X™ b 2 X™ 2 4 41X + ¢ so that pa(A) = 0 and for any
polynomial p(X) € F[X] of degree < m we have p(A) # 0. In the following, we achieve
an FP+C definition of this polynomial for any matrix definable in FP+-C.

The idea is to express the problem of determining its coefficients as the solution of a
linear equation system [46]. Let ¥; be the |I|> column vector which results if we arrange
the columns of A* among each other for i < |I|. To be precise let #; be the I x I column
defined by ¥;(a,b) = A%(b,a). With this notation we can express the coefficients of the
minimal polynomial p4 as the unique non trivial solution (¢p,,¢m—1,-..,co) of the linear
equation system

CmUm + Cm—1Um—1 + -+ 101 + ¢o = 0, e =1,

for the minimal m < |I| such that a solution exists.

Suppose we have given an FP4C encoding of a (square) matrix over a field F which
can either be finite or equal to Q. Corollary 2.2.4 shows that it is possible to define each
of the equation systems for increasing m < |I| in FP+C using a fixed point induction.
Thus, if it is possible to define solutions of these linear system in FP4C we have found an
FP+C definition for the minimal polynomial. In Section 2.5 we will see that FP+C cannot
define solvability of general linear equation systems. However, this behaves differently for
the special kind of systems we consider here. Suppose the system is represented as a
matrix with entries in F. One observes that the columns of the corresponding matrix
are indexed by elements from the numerical domain. The crucial point is that the order
on the columns also defines a canonical order on the set indexing the rows of the matrix.
The following theorem exploits this observation and thus describes a general method to
solve linear equation systems which have this shape.

Theorem 2.4.1. Let (¢q(Z,y))acr be an FP+C encoding of a matriz over some finite
field F such that the variables in y are unexceptionally ranging over the numerical sort.
Furthermore, let (14 (Z))acr be an FP+C representation of a column having its entries in
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the field F. Then there is a tuple of FP4+C formulas (9,(y))acr representing a column
over F such that for all structures 2

MY # 0 iff the system Mg - %= M;f is (non-trivial) solvable.

Furthermore if Mg # 0, then ¥ encodes a solution for the linear system (M&D,Méf), i.€.
My - Mg = Mgf The analog claim is true for linear systems over Q.

Proof. In this setting a solution is a column which is indexed by tuples ranging over the
numerical sort, i.e. we have a unique representation of each solution. In a first step we
agree that the augmented matrix (Mg \M;f ) is given by a suitable FP+C representation
which only uses numerical variables to index the columns. We switch to a matrix rep-
resentation which also uses numerical variables to index the rows and in which solutions
of the original linear equation systems are preserved. We claim that the order on the
columns induces a total preorder on the tuples indexing the rows. Consider the lexico-
graphic ordering given by the order on the column tuples and some order on the elements
from the field. In the case of finite fields we can fix such an ordering a priori, whereas in
the case of Q we use e.g. the natural one. The corresponding equivalence relation precisely
merges tuples of elements which index identical rows in the matrix.

Of course, it does not change the solvability of the given equation system if we restrict
to a matrix with exactly one representative from each of these equivalence classes. So far,
we have already defined a linear order on these equivalence classes, so we can switch to
a matrix indexed completely over the numerical sort and then use any polynomial time
algorithm to derive a solution of the reduced linear equation system in FP4+C. The claim
follows since the set of solutions of the reduced and the original system coincide. O

Theorem 2.4.2. For any FP+C encoding of a matriz with entries in a finite field or in
Q there are FP+C formulas defining the minimal polynomial of the encoded matriz.

It would be profitable to obtain further knowledge about the relationship between the
degree of the minimal polynomial and corresponding structural graph properties. The
proof of the preceding theorem shows the following: for each directed graph we can define
a total preorder on tuples of vertices in FP+C whereas the width of this preorder is the
degree of the minimal polynomial of the adjacency matrix. The question remains whether
we can exploit this fact to define relevant graph properties.

2.5. Linear Equation Systems

For problems from linear algebra we obtained many positive results with respect to FP+C
definability. At first glance it may seem that FP+C is capable of handling all relevant
queries from the field. However, it will turn out that the very fundamental problem
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of deciding solvability of linear equation systems is not definable in FP+C. This result
remains true no matter which finite commutative ring we take as a basis. In this section
we review the proof which is originally due to Atserias et al. [7]. In Section 2.6 we will
make further profit of their work by identifying more undefinable problems as similarity of
matrices. Altogether we establish a remarkable collection of problems from linear algebra
which are all located in PTIME \ FP+C.

The main steps are as follows: With R = (R,+,-) we fix some finite ring and assume its
universe is given by R = {ay,...,a;,}. Throughout our argumentation we are interested
in cubic, i.e. 3-regular, connected graphs G = (V,E) which possess a sufficient amount of
vertices for the ring R, i.e. we assume |V| > |R|. Let v € V be a designated vertex. For
each ring element a € R we define a structure G} encoding a linear equation system over
the ring R. The construction ensures that this system has a solution iff a = 0. If we start
with sufficiently complex graphs G instead, then for any a € R the structures G}/ and G
cannot be distinguished by sentences in C% . The same holds for sentences of FP+C if
we base the construction on a class of graphs with unbounded complexity.

According to [7] we use the notion of treewidth as an appropriate measure of graph com-
plexity (cf. Section 1.3). Equation systems will frequently be identified by the structures
encoding them. We first introduce the linear system G and then argue how to encode it
as a finite structure. For convenience consider edges as undirected tuples e = {v,w}. For
each vertex v € V, each element b € R, and each edge e € vE we define a variable z;"°.
Altogether we have 3|R||V| different variables taking values in R. For each v € V' \ {u},
each set {e1,e2,e3} = vE and all by,ba,b3 € R the system GY includes the equation

xy ) +ay = by + ba + bs. (2.5.1)
For the designated vertex u the system contains for each set of edges {ej,e2,e3} = uE and
each tuple of elements b1,b2,b5 € R the equation

xy a2y 4 x = by + by 4 b3 + a. (2.5.2)
We stick to the convention from [7] and call these kinds of equations vertex equations.
Furthermore, the system GY contains edge equations which we include for every edge
e = {v1,v2} € E and each pair b1,by € R as

v1,€ v2,€e

Ty, + Ty, = b1 + bs. (2.5.3)

The system can be represented by a corresponding coefficient matrix and a column
vector. Hence, we can define it in our generic encoding, but the very special form of the
system (consisting of at most three variables per equation only with coefficients 0 and 1)
suggests a more economic way. We fix a vocabulary 7 = {E} : b € R,r = 2,3} where each
relation symbol Ej is of arity r. We encode G as a 7-structure over the universe of all
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variables, i.e. over X := {2, : b € R,v € V,e € E}. For z,y,z € X let (x,y) € E} and
(r,y,2) € Eg’ iff x +y = b or respectively x + y + z = b are equations in the linear system.
We analyze the solvability of the arose system.

Lemma 2.5.1. The equation system G- is solvable iff a = 0.

Proof. One verifies that setting x,”° = b solves the equation system G§/. So let a # 0 and
consider the subsystem Sy of all equations involving only variables z;, i.e. those who
have as index the element 0 € R. If one sums up over the left hand sides of all equations
in Sy of type (2.5.1) and (2.5.2), one can pair for each edge e = (v,w) the variables xy*
and xy"% in this way covering all of them. Thus, equations (2.5.3) force the total sum to
equal zero. On the other hand, summing up the right hand sides of all equations of type
(2.5.3) we definitely obtain a. Hence, the subsystem Sy is not solvable. O

As pointed out, for graphs G which have sufficient complexity the equation systems G
k

sows 1-€. Coo,, cannot decide solvability of

and G cannot be distinguished by sentences in C
linear equation systems. The next lemma illustrates the structural reasons for this. The

proof method is similar to one used by Cai et al. in [16] to separate FP4C from PTIME.
Lemma 2.5.2. For every pair of vertices u,u’ € V we have G¥ ~ ng/.

Proof. Recall that G is connected. Let u = v; Doy Dy ug By B vsy1 = u' be a
simple path in G connecting u and /. We define a bijection 1 : X — X and show that it is
an isomorphism between G and gg/. The intuitive idea is to move the overhang of value
a which occur in equations at vertex u via the path to vertex equations corresponding to
the vertex u/. We set n(z, ) = 2, except

forall I € {1,... s} we define n(z,") = x})’ﬁrzl and

for all I € {1,...,s} we define n(z,"™"") = 2,2%.

One can check that 7 is a bijection. In order to show that 7 is an isomorphism we have
to justify that all equations, i.e. relations EJ, are preserved. Due to n’s definition this is
true for all equations involving variables LIJZ’e with v & {v1,...,vs41}. For vertices v; €
{v2, ..., vs} a vertex equations ;" + xZ;’ei’l + afb);"f = by + by + b3 is mapped by 7 to the

Vi,€i—1

bo—a
u,e1 u

+ x}féf + xz?:g = by +by+ b3+ a are mall)ped to /a:lera —i—lme’f + x;fég =by+by+b3+a
and similarly for the vertex u’ equations x, " + :UZQ’f + 2, = b1 + by + b3 are mapped
to 2% +ai a9 = by + by + by

In the end, we have to check that all edge equations are preserved. Again for edges

equation ;"% +x +:1:1b);’f = by +by +b3. Furthermore, for the vertex u the equations

u,e1
:cbl

which are not on the path from u to v’ this is clear immediately, since 7 acts on all
involved variables as the identity. Hence, consider any edge ¢; = {v, v;+1}. The equation
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Ui,

2"+ 2, ™Y = by 4 by is mapped by 7 to x

vi,€l

b z, Y = by + by, which is truly an

, bi—a
equation in G .

Altogether each equation in GY is mapped by 7 to an equation in Q;’“/ at which this
correspondence is one-to-one. Since the total number of equations is equal in both systems

the claim follows. O

Recall the rules of the cops and robber game and the rules of the k-pebble bijection

game. The former is known to characterize the treewidth of a graph, whereas the latter
k

sow €quivalence. Both games were introduced in Section 1.3 in detail.

one captures C
Let k < tw(G). Our aim is to specify a winning strategy for Duplicator in the k-pebble
bijection game played on G} and G in order to prove the claimed equivalence G =Cou gy.
The crucial idea is to take advantage of a winning strategy of the robber in the cops and
robber game played on G. We prepare some additional notation which affects the choice
of suitable bijections as responses to Spoiler’s moves. For convenience define 2 := G
and B := G!. Let X" denote the set of variables that correspond to the vertex v € V,
i.e. define XV = {2,”° : b € R,e € vE} C X. Accordingly, by X¢ we denote the set of
variables corresponding to the edge e € F.

Remember that G was chosen to be connected. Assume f : 2 — ‘B is a bijection.
We say that f is good except at vertex v € V if, intuitively, f acts very much like an
isomorphism from 2 to 2B, meaning that f preserves all equations except the vertex
equations of vertex v. To make this intuition precise we formally require:

forallwe V: f(XY) =X"

forallee E: f(X¢) =X°

forall z,y € X : A= B2 (xy) iff B = EZ(fx,fy)

for all z,y,2 € X \ XV : A= B (x,y,2) iff B = E(fx,fy,fz)
for all z,y,z € X" : A = Ej(z,y,2) iff B = Bl (fr,fy,f2).

It can be said that f concentrates the differences between 2 and B in variables and
equations corresponding to the vertex v. With respect to the equations of all other
vertices f acts as an isomorphism. For instance, the identity bijection between 2l and B
is good except at vertex u. Basically, the strategy of Duplicator in the k-pebble bijection
game played on 2 and ‘B is as follows: Duplicator always responds with a bijection that
is good except at some vertex for which corresponding variables are unpebbled yet. In
fact, Spoiler has to engage more than one pebble in order to uncover the differences at
one vertex. Since Duplicator switches her bijection as soon as a variable for the vertex
gets pebbled, she is able to hide the dissimilarity forever. The next lemma explains in
which way this switching proceeds.
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Lemma 2.5.3. Let f : 24 — B be a bijection which is good except at some verter v, and
let v =17 < vg 2 ... 5 vse1 = v be a simple path in G. Then there is a bijection
' — B which is good except at vertex v' and f|X\U.XUZ. = f/|X\U,X“i'

Proof. The argument is similar to the proof of Lemma 2.5.2. We define f/(z,"“) =
f(@p%) and f/(z, %) = f (zye) for 1 < i < s. For all remaining cases, f’ is defined as

f. One can verify that f’ possesses the claimed properties. O

The previous lemma asserts the possibility to switch between different bijections along
simple paths. The assignments for variables that correspond to vertices which are not on
the path are left unchanged. We are ready to prove:

Lemma 2.5.4. For any k < tw(G) and any uw € V we have
k
o =Coow G

Proof. We describe a winning strategy for Duplicator in the k-pebble bijection game
played on 2 := G§ and B := GY. For this purpose we first initialize the cops and rob-
ber game played on G with k pebbles for the cops. We identify each of the k pairs of
corresponding pebbles with one of the cops and assume that the robber makes his moves
according to a fixed winning strategy. The positions in the two games are related as fol-
lows: The vertices in G occupied by the cops are precisely those for which a corresponding
variable in X is pebbled. Furthermore, whenever the robber is at some vertex v € V', then
Duplicator chooses in her current move some bijection which is good except at vertex v.
For convenience, we assume that the robber starts at node u, and therefore in the first
round Duplicator answers with the identity bijection. Recall that this bijection is good
except at vertex u. If Spoiler places the ith pair of pebbles on variables corresponding to
some vertex v (the bijection guarantees that this vertex is unique), the position of the ith
cop is updated.

Now, according to his winning strategy, the robber moves along a simple path to a
new vertex v’. Thus, by Lemma 2.5.3, this path induces a new bijection which is good
except at vertex v’. Since the robber is not allowed to a hit a cop on his way, this
bijection agrees with the old one for all other variables, i.e. in particular it respects
already pebbled variables. Since Duplicator can play like this forever, she has a strategy
to win the game. O

Lemma 2.5.4 tells us that for any finite ring R the class
SLES(R) = {2 = (A,M.b) € fin[r§ Y urdY] : My - & = by is solvable},

cannot be defined in FP+C. A recent result of Arvind and Vijayaraghavan [5] shows that
the class is contained in PTIME for any finite ring.



36 Chapter 2. Linear Algebra and Counting Logics

Theorem 2.5.5 ([7]). For all finite rings R the class SLES(R) is not definable in FP+C.
It follows that FP4+C C PTIME.

We observe that the equation systems used in the proof share some remarkable proper-
ties. Most outstanding is that every equation contains at most three different variables.
This motivates the definition of the following class.

3-SLES(R) := {2 € SLES(R) : all equations in 2 contain at most 3 variables}.

Theorem 2.5.6 ([7]). For finite rings R the class 3-SLES(R) is not definable in FP+C.

At this point some comments are in place concerning solvability of linear equation
systems over the infinite rings Z and Q. Surprisingly, for equation systems over Q one
can show that FP4C is able to define their solvability. The argumentation is based on
the following lemma.

Lemma 2.5.7 ([27], [60]). Let M be an I x I matriz over Q. Then we have
rk(M) = rk(M!M) = rk((M*M)?).

Furthermore, for all matrices satisfying this identity, we have that rk(M) = |I| — k,
where k > 0 is mazimal such that X* divides the characteristic polynomial xpr of M.

Clearly, the transpose of a matrix is definable. Since matrix multiplication and the
characteristic polynomial can also be defined in FP+C, the preceding lemma implies that
FP+C is capable of defining the matrix rank for all matrices over Q. Thus, by Theorem
1.4.3 we obtain the following result.

Theorem 2.5.8. The class SLES(Q) is definable in FP+C.

With this result in mind, one could be tempted to think that solvability of linear
equation systems over Z can be defined in FP4+C. This would suggest that reasons for
the descriptive complexity are due to special properties of rings with finite characteristic.
However, in Section 2.6 we prove FP+C undefinability over Z.

Altogether we have seen that FP+C is capable of defining many important problems
from linear algebra, but the previous results indicate an unsatisfiable gap between FP+C
and PTIME. Other known classes in PTIME\ FP+C appear to be rather artificial, whereas
solving linear equations is a classical PTIME property. The central aim of Chapter 3 is
an analysis of different ways to enrich fixed point logics to make these queries definable.
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2.6. Reducing Linear Equation Systems

We exploit the results from the preceding section in order to identify further problems
which are as hard as deciding solvability of linear equation systems with respect to FP+C
definability. More precisely, we establish logical reductions from the query SLES(R) to
other classes of structures C. For this purpose recall the notion of logical interpretations
from Section 1.1. If we obtain an FP+C-interpretation acting as a reduction from SLES(R)
to C, we can conclude that C is not FP4C definable.

As a first query, we treat similarity of matrices which have entries in some finite field.
The following reduction is based on an idea formulated in [47]. For any finite field F, we
introduce the Boolean query

SIM(F) :={A = (A,C,D) € ﬁH[T](_—l’l)UT](_—l’l)] : Oy is similar to Dy }.

A comment concerning the relevance of this query is in place. Actually, for any un-
ordered square matrix, a special type of similarity is a lower bound for every query which
is well-defined in our logical setting. To be precise, any matrix query should be invariant
under permutation similarity. Two I x I matrices A and B over some ring R are called
(permutation) similar if there is an invertible I x I (permutation) matrix P over R such
that A = PBP~!. Thus, an investigation of this class seems reasonable.

We proceed to show that SLES(F) reduces to SIM(F) by an FO interpretation. For this
purpose, let A = (A,M,b) € ﬁn[TJ(Tl’l)UT](_-l’O)] encode the linear system My - T = by. For
the sake of simplicity, assume that matrices are encoded in normal form, cf. Section 2.1.
We consider a two-dimensional interpretation, which is equality preserving and uses two
parameters ¢ and d. The domain formula is given by

zy)=(x=c)V(x=dAy=d).

The interpreted structure encodes the following two matrices C' and D:

C = Mo ba and D = My 0.
0---0 0 0---0 0

We use tuples (c,-), (¢,) to address entries of the matrix My and tuples (c,-), (d,d) for the
column by. For illustration we present a formula 4,08] (zy,z’y") which defines the 0-entries

for the matrix C:
gooc(xy,q:/y’) =(x=d)V(zr=cAha' =cA M{’l’l(y,y/))
Vz=cAd' =dnry =dA bo]:’l’o(y)).

We have to guarantee that C' and D are similar iff the equation system Mgy - & = by is
solvable. Indeed, if Zg is a solution, we regard the invertible matrix

B _
T:= <0 0 $01> , where F is the identity matrix of suitable dimension.
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It can be shown that CT = T D, thus C and D are similar. On the other hand, if the
system is not solvable, then surely the rank of the two matrices differs. This implies that
they cannot be similar. In particular, note that checking similarity for matrices over fields
is clearly a PTIME property [66].

Theorem 2.6.1. For any finite field F the class SIM(F) is not definable in FP4-C.

We can apply the same interpretation once again. Consider the query
EQRANK(F) := {2 = (A,0,D) ﬁn[T](_-l’l)L-JT](_-l’l)] : Cy and Dy have equal rank}.

By the explanations mentioned above it is clear that this class cannot be defined in
FP+C as well. In both cases our arguments crucially rely on properties of the matrix
rank which are valid only for matrices over fields. However, in Section 3.2 we see how to
extend the results by involving more algebraic theory.

Theorem 2.6.2. For any finite field F the class EQRANK(F) is not definable in FP+C.

Next, we show that FP4-C is unable to define to the query 3-SAT. This query is known
to be complete for the complexity class NP, thus it is an expected result. We provide a
first-order interpretation which acts as a reduction from the class 3-SLES(FF2) to 3-SAT.

First we fix an encoding of 3-SAT by finite structures. Let the signature be 7 =
{N,C}, where N is a binary, and C a ternary relation symbol. We consider elements
in the universe of T-structures as propositional literals of the encoded formula. Each
T-structure 2 encodes a formula in 3-CNF provided that

e N% is symmetric and irreflexive, and
e for all a € A there is precisely one b € A\ {a} such that 2 = Nab.

We interpret tuples (a,b) € N % to be inverse literals corresponding to the same variable.
Tuples (a,b,c) € C* are interpreted as a clause containing the literals a,b,c. The encoded
formula, denoted by g, is the conjunction over all existing clauses. The formula g
is satisfiable if there is a mapping I: A — {0,1} such that I(a) = 0iff I(b) = 1 for all
(a,b) € N*, and I |= g in the usual sense. Following this conventions, we set

3-SAT := {2 = (A,N,C) € fin[r] : A encodes a satisfiable formula g }.

The underlying idea of the reduction is as follows: First of all, we identify each variable
in the linear equation system over Fo with a designated propositional variable. This
way we also understand the Boolean values, which are assigned to the propositional
variables in the natural way as elements in the field Fy. Altogether, we obtain a one-
to-one correspondence between the assignments of the new propositional variables and
the assignments of the original variables in the linear equation system.
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So equations of the form = + y + 2z = a that are part of the linear system are translated
into a set of clauses. These clauses are built up by using the literals over the three
associated variables. The resulting sets are of constant size and they are satisfiable iff
there is an assignment for the corresponding variables over Fsy that is valid with respect
to the actual equation. For illustration, consider the case that x +y + 2 = 0. The
corresponding set of clauses is as follows:

x— (yV=2) z—= (xVy) (x Ny) — -z
y— (xV2) (xANz) =y (y A\ z) — —x.
Similarly, we handle the case x+y+2z = 1, and equations consisting of only two variables

as well. Once again our interpretation is two-dimensional, and equality preserving. Apart
from that it uses two parameters ¢ and d. The domain formula is given by

(zy) = (xr=1c)V(x=d).

Tuples (c,-) are considered as the set of propositional variables with (d,-) being their
negation, i.e. the formula defining the predicate N is given by

on(zy2y) =(y=yY)AN(z=c—2 =d)AN(z=d— 2" =c).
Finally, we explain how to construct the formula pc(z1y1,22y2,23y3). Its shape is

po =3z {szl/\szg/\szg/\(bz—>\/~-)/\(—|bz—>\/~-)].

Clearly, the big disjunctions can be completed to define the appropriate set of clauses
as described above. Altogether we derive:

Theorem 2.6.3. The class 3-SAT is not definable in FP+C.

We return to linear algebra and show that solvability of linear equation systems over
the ring Z cannot be defined in FP4C. Systems like this can be represented in our
usual encoding by a ternary relation M and a binary relation b, where the both latter
components of M and b range over a designated numerical domain. However, as we
want to define a query, we slightly adapt our convention. Actually, it suffices to include a
preorder < in the structures. Its width, i.e. the length of the corresponding linear order on
the associated equivalence then determines the possible size of integers that are possible
matrix entries. For 7 = {M.,b, <} define

SLES(Z) := {20 = (A,M.b, =) € fin[7] : My - T = by is solvable}.

We present an FO interpretation reducing for all m > 2 the class SLES(Z,,) to SLES(Z).
The idea is based on the following observation.
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Proposition 2.6.4. My - = by is solvable over Z,, iff the system
Mgl'a_:+mE‘gj:bg[

1s solvable over Z, where E denotes the identity matriz of appropriate dimension, and y
is a vector of new variables with |bz| = |yl.

Thus, by the foregoing examples it is clear that the intended reduction can be realized
by a first-order interpretation. The only difficulty is to interpret an appropriate preorder
in the given structure. Since m is fixed and we have to encode integers only up to m
this can be done, e.g. by using a k-dimensional interpretation such that sufficiently many
equality types are available.

Theorem 2.6.5. The class SLES(Z) is not definable in FP+C.

Recall that this result contrasts to the case of linear equation systems over Q, as
Theorem 2.5.8 points out. Moreover, solvability over Z can be characterized in terms of
solvability over the residue rings. In [54] it is shown that Mgy - = by is solvable over Z iff
the system is solvable over Z,, for all m > 2. Altogether, solvability over Z is equivalent to
solvability over Z,, for all m > 2. In means of FP+C definabilty, they differ significantly
from the problem considered over Q.



Chapter 3.

Operators from Linear Algebra

Our preceding considerations revealed interesting classes of problems from linear algebra
which cannot be expressed in FP+C, but are decidable in polynomial time. These queries
underline the fact that FP4+C does not capture PTIME on the class of all finite structures,
a result first shown by Cai et al. in their famous article [16]. With these results in mind,
we explore ways to enrich FP4C with operators from linear algebra. We obtain logics
which come closer to capturing PTIME and analyze their behavior for different classes of
underlying rings. In particular, we investigate to what extent the expressive power of the

various logics can be related.

The central problem in our precedent considerations was deciding solvability of linear
equation systems. Hence, in Section 3.1 we introduce the logic FP+slv which is the min-
imal reasonable extension of FP4+C with respect to this shortcoming. It is obtained by
adding operators capable of deciding solvability of linear equation systems. Dawar et al.
proved that the prominent CFI-query can be expressed in this logic, thereby demonstrat-
ing (beside the solvability query itself) that FP+C < FP+slv. With FP+sim, another
extension is discussed in Section 3.2. This fixed point logic arises from FP+4C by adding
operators capable of deciding similarity of definable matrices. By refining ideas from
the foregoing chapter, we can show that FP+slv < FP+sim. Recall that whenever two
matrices are similar, they are also equivalent, but the converse is false in general. We
investigate to what extent operators capable of deciding similarity are related to those
capable of deciding equivalence.

At least over fields, the most comprehensive enrichment of FP4+C which we analyze is
achieved by adding operators capable of computing the matrix rank of definable matrices.
Section 3.3 analyzes the resulting fixed point logic FP+rk, which was initially studied by
Dawar et al. [27]. In Section 3.4, we introduce infinitary logics subsuming the above
logics and present appropriate pebble games. These games capture equivalence in finite
variable fragments. We point out that the underlying ring is an important parameter of
the operators. Another relevant parameter is their arity for which a strict hierarchy can
be obtained, cf. Chapter 4.
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3.1. Solving Systems of Linear Equations

In Section 2.5 it became clear that FP+C lacks the possibility to express solvability of
linear equation systems. This is true for linear equation systems over arbitrary finite
rings. Thus, we are interested in extensions of FP+C in which this query is definable.
The most direct way to achieve this is to adjoin an appropriate family of generalized
Lindstréom quantifiers to FO4+C or FP+C. For any finite ring R with elements ay, ... ,am,
and each matrix dimension (v,w) € §, we introduce the class

s]v%’w) ={A=(AMpD) € ﬁn[Tg’w)UTg’O)] : My - & = by is solvable over R}.

Each of these classes gives rise to a Lindstrom quantifier s]vg’w) of type ((v,w)™,v™)
and arity s. By slvg we denote the family of all quantifiers associated to a fixed ring R,
whereas the class of all quantifiers is denoted by slv.

The first question which arises concerns the relationship between FP+C and FP(slv).
By the results of Section 2.5, we know that FP(slv) € FP4C. Similarly, it seems to be
hard to simulate the full counting mechanism provided by FP+C using only fixed point
recursion in addition to slv-operators. Despite that, we show that modulo counting can
be handled in FP(slv). For this purpose, let some FP(slv)-formula ¢(Z) be given. Then
for all k > 2 and 0 < a < k there is a sentence 1) € FP(slv) such that

= (#2p(Z) =a mod k).

First assume a # 0. We set v1(z,y) := (V,; zi # vi) N p(Z) Ap(y) and v;(z,y) = 0 for all
i € Zi \ {1}. Furthermore, let n,—1(Z) = ¢(z) and n;(z) = 0 for all i € Z;, \ {a — 1}. This
defines a linear equation system (,77) over Zj which is solvable for a given structure 2 iff
the number of different tuples @ € p* equals @ modulo k. The case when a = 0 can be
handled by excluding the other ones.

It remains unanswered whether more involved counting properties can be defined in
FP(slv). In particular, this includes relations between different cardinalities of definable
sets, e.g. the Rescher or Hartig quantifier. As already pointed out, this seems unlikely.

Definition 3.1.1. Let FO+slv and FP+slv denote the extensions of FO(slv) respec-
tively FP(slv) which result from the closure under numerical and counting terms, precisely
in the same way as FP+C and FO+C are defined as extensions of FP and FO.

Arvind and Vijayaraghavan [6] analyzed solvability of linear equation systems over finite
rings from an algorithmic point of view. Their results imply that the problem is decidable
in PTIME, so we have

FO-+slv < FP+slv < PTIME.
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We will now analyze the expressive power of the introduced extensions. Since for all
finite rings R we have SLES(R) € FO+slv, one concludes that FO+slv € FP+C. Although
it seems unlikely that the converse inclusion holds, by now this remains an open question.
We begin to study graph accessibility problems:

Theorem 3.1.2. [Dawar et al. [27]] For all finite rings R we have

FO+DTC < FO+STC < FO(slvg) < FO+slv.

Proof. The first strict inclusion is well-known (see e.g. [30, 36]), so we only have to show
that FO4+STC < FO(slvg). For a directed graph G = (V,E) we have to decide whether
(s,t) € STC(E) for two designated vertices s,t € V. We assign a variable z,, to each
vertex u € V and consider the linear equation systems containing the equations x, = x,
for all (u,v) € E. In addition, the system includes the two equations x5 = 1 and x; = 0.
The resulting system is solvable, iff s and ¢ are not contained in the same connected
component. It is simple to define this system in FO, even with the exclusive use of atomic
formulas. O

Note that the same proof fails for full transitive closure, and in fact the relation between
FO+TC and FO-+slv remains unclear. We come back to this issue in Section 4.2, where we
encounter a close connection to an open question from the area of algorithmic complexity
theory. We illustrate the expressive power of FO+slv with a further example: we show that
the class of all bipartite graphs can be defined in FO+slv. For this purpose, we consider
a variable x,, ranging over Zy for each vertex v € V, and define the equation z, + =, = 1
for each edge (u,v) € E . The resulting system is solvable over Zs iff the given graph is
bipartite. This result is not surprising since the class of bipartite graphs is reducible to
the problem of undirected graph accessibility via a first-order interpretation [4]. Hence,
the result already follows from Theorem 3.1.2.

The most cited query showing the separation of FP+C from PTIME is a class of graphs
introduced by Cai et al. [16]. Nowadays, one typically refers to their construction as the
CFl-construction and the resulting graphs are known as CFI-graphs. One of the main
contributions of their approach are sophisticated graph gadgets with a high number of
automorphisms. Starting from a class of graphs with sufficient complexity, these gadgets
are designed to replace single vertices in the original graph. Depending on the way in
which these gadgets are connected to each other, one obtains precisely two isomorphism
classes of new graphs. It was shown that no sentence in FP+C is able to separate these
two isomorphism classes. In contrast, Cai et al. showed that they can be distinguished
by a polynomial time algorithm. This way they obtained the indicated separation. Re-
markably, using a first-order interpretation, the task of distinguishing between the two
isomorphism types reduces to deciding solvability of a linear equation system over Fs.
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Thus, there is a sentence in FO(slvy,) which separates the two isomorphism classes. First
of all we introduce the construction in detail. Our presentation follows [25] and [27].

Assume that G = (V,E) is an (undirected) connected graph with a minimal vertex
degree of at least two. For each vertex v we define a set of new vertices ©. These sets
form the graph gadgets intended to replace the vertices in G. Let

0 = {ayw, bow, Cow, dpw : W € VE} U {vS : S CoE,|S| even}.

The vertices ayy, by are referred to as outer wvertices, since they will connect the two
gadgets corresponding to v and w. Vertices ¢y, dyy are used to color outer nodes, i.e. to
make the property of being an outer node first-order definable. Consequently, we refer to
them as color vertices. Crucial to the construction is the definition of edges between the
remaining vertices v° - called the inner vertices - and the associated outer vertices.

For each (symmetric) set X C E we define the CFI-graph 7-[% as follows: The set of
vertices is V)% = Upev ¥, and the set of edges E)g( is defined as the symmetric closure of

the set containing the following edges:

for v € Viw € vE : (aywCow), (bowCow)s (Cowdiw)
for v € V,S CwE,|S| even : (ayv”) if (v,w) € S and (bywv”) otherwise
for v e Viw € vE, (v,w) € X : (apwauwn)s (bowbow)
X

for v € V,w S ’UE, (U7 ) avw ), (avwbvw)

We say that in ’Hg( the edges in X have been twisted. Cai et al. proved that for all possible
sets X,Y C E we have

HY 9 iff | X| =|Y| mod 2.

We conclude that for each graph G the corresponding CFI-graphs are divided into
precisely two isomorphism classes. These are completely characterized by the parity of
the total number of twisted edges. We fix a representative ’Hog of the isomorphism class
with an even number of twists, and a CFI-graph ’H% from the isomorphism class with an
odd number of twists. Starting from a class of graphs with sufficiently growing complexity,
Cai et al. showed that no sentence in FP+C can separate both classes. Moreover, this is
even true for sentences in C%_

Theorem 3.1.3 (Cai et al. [16]). There is a class of cubic connected graphs € such that
for all k > 1 there is a graph G € € with

k
Hg =Coew H%.

The weakest notion of graph complexity known to be sufficient is treewidth, cf. [25].
Originally, Cai et al. used the notion of graph separators as a measure.
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Theorem 3.1.4 (Dawar et al. [27]). There is a sentence ¢ € FO(slvy,) such that for all
graphs G we have

HE b= o and HY ¢,

Proof. We construct a linear equation system over Fay: for each pair of outer vertices a,,

and by, we introduce variables x4, and x,,, and for each inner vertex v

a variable x,s.
Observe that there is a first-order formula which identifies outer and inner vertices that
belong to the same gadget, and that furthermore, a first-order formula can distinguish
between these two kinds of vertices. This fact is important in order to obtain a first-order
definition of the following equation system.

For each pair of corresponding outer vertices a.,, and b,,, our system includes the
equation xg,,, +p,, = 1. Moreover, for every pair v,w of outer vertices that are connected,

S

we include the equation x, + x,, = 0, and for each inner vertex v we define the equation

Z Tay, T Z Thyw = Z TpS-

weS wevE\S SCvE,|S| even

Finally we include the equation summing up all variables of inner vertices, i.e.

Z Tys = 0.

veV,SCE(v),|S| even

Consider an even CFI-graph ”Hg. By z4,, =1, zp,, = 0, z,s = 0 for all v € V,
w € vE, S CvE,|S| even, a solution of the equation system is given. Now, assume that

we are dealing with an odd CFI-graph ”H% For convenience let 7—[% = H(gv’w) for some
edge (v,w) € E, and consider the following subset of equations in the system:
foralueV: Y a, = > TS (3.1.1)
weuk SCuFE,|S| even
for all (u,u') € E\ {(v,w)}: =z, +ap, =0 (3.1.2)
for (v,w) @ gy, + Tby,, =0, Tay, + Tb,, =1 (3.1.3)

> Ty = 0. (3.1.4)

veV,SCE(v),|S| even

By summing up the left hand sides of all equations (3.1.1) and pairing corresponding
variables, one can reduce the result - with equations (3.1.2) - to xy,,, + zp,,- We employ
equations of type (3.1.3) to conclude that the left hand has to sum up to 1. In contrast,
according to (3.1.4), the right hand side should sum up to 0, which means that the
subsystem and thus the whole system is not solvable. Using the introductory remarks,
one can check that the system can be defined by an first-order formula. O
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We reconsider the relationship of quantifiers slvg for different finite rings R. In general
we conjecture that they are incomparable whenever the characteristics of the underlying
rings differ. It is an easy task to show that FO(SIVme) < FO(S]Van) for all m < n, and
we believe that the converse inclusion does not hold. By now, we are not able to prove
one of these two conjectures. However, we are able to show is that all open relations
reduce to these two elementary kinds. To be more precise, let slvz,, be the subclass of all
Lindstrom quantifiers in slv capable of deciding solvability of linear equation systems over
rings Zpe where p > 2 is a prime and > 1 a natural number. Furthermore, let FP-slv2/*
and FO+sv%/* be defined as FP+slv and FO-+slv, but restricted to quantifiers in slvy,.

By adapting the ideas of [6] to the logical setting we are able to show that
Theorem 3.1.5. FO+slv = FO+sv*/* and FP+slv = FP4slv%/*,

Proof. We obtain a direct translation. Recall from Theorem 2.2.5 that any finite ring can
be decomposed into local ones. Thus, it suffices to consider formulas

SIV'R [jlvgl) ce ey Ty Ypy 21y ey 2p (901(351@1), RN @T(iﬁgr)’wl(’gl)’ sy @br(ér))] )

for some finite local ring R. Let the ring R contain r = p® elements sy,...,s,, where p
is prime and e > 1. By RT we denote the additive abelian group of R. The well-known
structure theorem for finite abelian groups states that R = Zyer @ Zpeo @ - -+ & Zype, for
some e; > eg > --- > ¢ > 1 with >, e; = e. We consider the ring of group endomorphisms
over RT, denoted by End(R™), and assume that each ® € End(R™) is represented by an
[ x [ matrix having (ga{, cey Lp{ ) as jth column where

(097 1,1,079) = 1 - (1,07 + ¢4 - (0,1,072) + ¢4 - (0,0,1,07%) 4 -+ ] - (0711).

In other words, we uniquely represent each endomorphism by listing the images of the
generators from the cyclic groups with respect to the group decomposition and express
these images again as a combination of the generators. The resulting matrices have entries
in Zpe. A result due to Shoda [65] characterizes the matrices in Zpye which represent
endomorphisms over R in this sense. Furthermore, the set of these matrices becomes a
ring with respect to usual matrix addition and multiplication if the entries in each row i
are reduced modulo p®. This ring coincides with End(R™"), cf. [6, 65].

The crucial point is that R can be embedded into the ring End(R™). This way we can
use the matrix representation of endomorphisms over R for the ring elements in R. For
each a € R let T,,: R — R denote the left translation with a, i.e. define T (r) := ar.
Then R < End(R"),r — T, is an embedding. Since R is fixed, all values e,e;, 7,1 are
fixed as well, thus we obtain first-order formulas encoding the equation system in the
new representation. Note that we are now dealing with a matrix and a column vector

which have [ x [ matrices over Z,e as entries. This equation system is equivalent to the
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previous one if we adapt the variable range and the corresponding arithmetic operations.
To obtain an equivalent system over Zye, we have to further convert the system.

First of all, assume that we adapt the variable range to Z,e, also switching to the
appropriate operations between [ x [ matrices over Zye and elements in Z,e. If we restrict
the variable range to Z,e, we ignore elements in R as possible candidates in solutions.
This means that we expand the coefficient matrix as follows: each entry T, is substituted
by the tuple (T, - Ts,,...,Ta-Ts,), i.e. we expand each variable x that takes [ x [ matrices
over Zpe as value by a tuple of new variables (x1,...,2,) which range over Zp. This
means that each variable x becomes the linear combination of the z;s, i.e. . = >/ z;T.,.
If we stick to the appropriate matrix operations we obtain an equivalent system whose
coefficients are [ x [ matrices over Z, and whose variables in evaluations range over Ze.
Again, the size of every object in this transformation is fixed by R, thus the new system
is first-order interpretable in the original one. Finally, we unfold all matrices in the above
system. For each (7,j) € [ x [ we regard the set of equations which correspond to entries
in positions (7,j) in the | x [ matrices in the system. Each of these entries corresponds

€~¢% Jeads to an

to a set of equations over Z,e;, however multiplying each coefficient by p
equivalent system over Zpe. This last transformation can also be captured by a first-order

formula since it mainly corresponds to a syntactic rewriting. O

We will now reconsider the extensions of first-order logic by slv-quantifiers in the view
of circuit value problems. Let ¢ be some vocabulary containing only unary relation
symbols. We define 7, := {E,I;,I_,0} Uo, where E denotes a binary relation symbol
(edge relation), and I, I~ and O are unary relation symbols (input gates true and false,
and output gates). The predicates in o are intended to identify the different types of
gates. Formally, the semantic for gates of type R € o is given by an evaluation function

It {(ww) en:n>1} = {0,1}.

This function determines the value of the gate if v inputs are false and w inputs are true.
A (Boolean) o-circuit is a 7, structure ¢ = (C, EY, I_f, I_%, 0%, (R%) res) such that

e C is the disjoint union of I¢, I%, O% and the sets (R%)pey,

the vertices in O% have no successors but a unique predecessor,

the nodes in Iﬁ, I% are precisely the vertices without predecessors,

every vertex in (Jpc, RY has a predecessor and a successor,

the graph € = (C, E%) is connected and acyclic.
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A circuit € evaluates to true if there is a mapping T: C' — {0,1} such that

foriel$: T
forieI®: T

forgc RE,Rco: T(g) =IF (#v[g € vEY, T(v) = 0], #u]g € wES, T(w) = 1]))

for some 0 € O% : T

The o-circuit value problem (CVP) is to decide whether a given o-circuit evaluates
to true. Recall that for circuits consisting solely of NAND gates the corresponding CVP
is already complete for PTIME. Hence, it is unlikely that there is an FO+slv sentence
defining this class. Our aim is to identify families of gates for which the corresponding
CVP is definable in FO+slv. Natural candidates are MODy, gates for k > 2. Their semantic
is determined by

Mo, (vaw) = 0, ifv=0 modk
1, ifv#0 mod k.

Note that MoDs gates with two inputs are XOR gates. It follows that MODsy gates
can express negation. The set of Boolean functions representable by circuits over XOR
gates is a strict subclass of the set of all Boolean functions, whereas NAND is known to
be functionally complete. However, MOD3 gates already can simulate NAND gates.

It seems to be more appropriate to consider arithmetic circuits. In contrast to Boolean
circuits these take, for instance, integers as inputs and outputs. Semantics for MODy
gates are adapted in the natural way. We agree that evaluation functions for vocabularies
containing arithmetic gates are of the form I*: |J,~; w* — w. The evaluation function
for MoOD;, gates is then determined by -

IMOD’f(vl, CoUg) = Zvj mod k.
J

Evaluation in arithmetic circuits is defined in the same way as evaluation in Boolean
circuits with obvious adaptations. Let o be a vocabulary of arithmetic gates. The cor-
responding arithmetic o-circuit value problem is to decide whether in a given arithmetic
circuit at least one output evaluates to 1. For a fixed k& > 2, we show that the arithmetic
CVP for MoD;, gates can be formulated as a linear equation system over Z;. We denote
this problem by CVP(Zy).

Theorem 3.1.6. Let k > 2 and let 0 = {MoOD}. Then the (arithmetic) o-circuit value
problem is definable in FO+slv.
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Proof. The translation into a linear system is straightforward. Let € be an arithmetic
circuit over MoDy, gates. For each vertex v € V' we introduce a variable z, ranging over
Zy,. The equation system over Z; consists of the following equations:

foralliel_f: z; =1
forallieI¢: x;,=0

forallveMOD%: Ty = Z Ty

for all 0 € O%,w € MOD%,O cwE®: z,=u1y

for some 0 € O%: 1z, =1.
The system is FO definable. It has a solution iff € has an output that evaluates to 1. O

As indicated, the above theorem also includes the case of Boolean circuits over XOR
gates. An open question is whether we can sharpen the result to circuits built over
different types of MODy, gates. Again, this seems unlikely since we can simulate a NAND
gate by using for instance one MODsy and one MOD3 gate:

[(242+4+y) mod3] mod 2= (z NAND y).

Imhof [48] showed that the CVP for Boolean monotone circuits is complete for IFP if
cycles are allowed. It is an open question whether a similar result can be established
for extensions of FO by solve operators. One can prove that the introduced CVPs are
complete problems for interesting logspace modulo counting classes. For primes p, these
classes are captured by FO+slvg, on the domain of ordered structures, cf. Section 4.2.

Chattopadhyay et al. [18] studied arithmetic circuits over modulo gates and obtained
lower bounds for computing different functions. If we could strengthen our knowledge
about the relationship between FO+slv and these circuits, it might be possible to exploit
these lower bounds to obtain undefinability results for FO+slv. Hence, further investiga-
tions in this area seem profitable.

3.2. Similarity and Equivalence of Matrices

In Theorem 2.6.1 we constructed a first-order interpretation reducing solvability of linear
equation systems to the problem of deciding similarity of two matrices. This result implies
that the latter problem cannot be defined in FP+C either. The following extension of
FP+C is motivated by this shortcoming. We introduce appropriate quantifiers for matrix
similarity and relate the resulting extensions to FO+slv and FP+slv, respectively. Note
that matrix similarity is a notion which only makes sense for square matrices. For any
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finite ring R and each matrix dimension (v,v) € § we define the Lindstrom quantifier
simg’v) ={A=(A,M,N) € ﬁn[rg’v)UTg’v)] : Mgy similar to Ny}.

We adapt the notation from the preceding section, i.e. we denote the class of all quan-
tifiers corresponding to a certain ring R by simg, and the whole family of quantifiers by
sim. We are not aware of algorithms deciding similarity of matrices over arbitrary finite
rings in polynomial time. Thus, we consider to restrict this query to matrices over finite
fields. Let sim”* be the collection of quantifiers simr for finite fields F, i.e.

sim”* = U simr.
F finite field
Definition 3.2.1. Let FO+sim and FP+sim denote the extensions of FO(sim) respectively
FP(sim) by closure under the formation of numerical and counting terms.

Moreover, let FO+sim”* and FP+sim”* denote the restrictions of FO+sim and FP+sim,

which result from limiting the set of possible quantifiers to finite fields.

We analyze the data complexity of the introduced extensions: over (finite) fields one
can decide whether two matrices are similar by comparing their Frobenius normal forms.
Polynomial time algorithms able to compute this normal form are known, see e.g. [66].
However, to our knowledge an appropriate normal form for matrices over arbitrary rings
has not yet been established. We conclude

Proposition 3.2.2. FO+sim”* < FP+sim”* < PTIME.

We proceed to study the relationship between the quantifier classes slv and sim: the
arguments used for proving Theorem 2.6.1 show that over fields, solvability of linear
equation systems can be reduced to similarity of matrices via a first-order interpretation.
We extend the argumentation to derive the following, more general result.

Theorem 3.2.3. FO+slv < FO+sim and FP+slv < FP+sim.
Proof. For a finite ring R let an (FO+slv or FP+slv) formula be given by

slvg [(ia, Ya, Ea)aG’R (Sﬁa(jmga)a ¢a(2a))ae7€] :

Just as in the proof of Theorem 2.6.1, we conclude that there are formulas (¥4,74)aer
such that for any structure 2 we have

¥ P ME
Mg = My M) g My=|{ "% o)
0---0 0 0---0 0
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If the system (M;,Méf) is solvable, M and M, are similar. To see this, let Zo be a
solution. In this case the matrix

T .= E o ,
0---0 -1

where FE is a unity matrix of suitable dimension, is invertible and Mg T =T - M.

Now, assume that the linear equation system (Mg ,M;f ) is not solvable. We require some
more involved arguments than in the proof over fields, since matrix rank for matrices over
rings behaves differently.

We introduce the notion of McCoy rank. Assume that A is an I x J matrix over a
commutative ring R and b an I column vector over R. For 1 < ¢ < min(|I|,|]]), we
define the t-th determinantal ideal F;(A) as the ideal in R which is generated by all
t x t subdeterminants of A. Furthermore, we set Fy(A) = R and Fi(A) = 0 for all
t > min(|I|,|J|). Then the McCoy rank rk,,(A) of A is the largest integer ¢ > 0 for which
there is no element 0 # x € R so that xF;(A) = 0. The McCoy rank is an important
generalizations of the concept of matrix rank over rings, and its definition is equivalent
to the common matrix rank over fields. In particular, in the case of homogeneous linear
equation systems it characterizes solvability, see [59]. Nevertheless, for general systems no
equivalent criterion seems to exists. However, for Noetherian full quotients rings (which
include finite commutative rings), Ching [19] found the following sufficient criterion.

Let Dy(A,b) be the ideal generated by all ¢ x ¢ subdeterminants of the augmented
matrix (A|b) which are not ¢ x ¢ subdeterminants of A. If Dy (4y41(M,b) = {0}, then
the linear equation system Az = b has a solution [19]. In our case this criterion implies
that Drkm(Mgf)H(Mgf,Mgf) # {0}. This means in particular that

B (ME)+1 (My) 2 Bk (M) +1 (My)-

However, equivalent matrices have the same determinantal ideals [59], thus MY and M,
cannot be equivalent, and thus not similar. ]

If one substitutes matrix similarity by matrix equivalence in all foregoing definitions,
one likewise obtains the extension FO+eqv, FO4eqv’* and FP4eqv, FP+eqv/™. Over
fields it is clear that the data complexity of these extensions is contained in PTIME since
there are polynomial time algorithms for computing the Smith normal form. This is also
true for the case of principal ideal rings [67].

Proposition 3.2.4. FO-+eqv™* < FP+eqv’* < PTIME.
Furthermore, the proof of Theorem 3.2.3 applies for matrix equivalence as well.

Theorem 3.2.5. FO+slv < FO+eqv and FP+slv < FP+eqv.
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Equivalence of matrices is a necessary condition for similarity, although it is not suf-
ficient. In the following section we return to this issue and present a characterization of
matrix similarity in terms of matrix equivalence. Admittedly, this characterization is only
valid over fields. Thus, clarifying the general relationship between FP+sim and FP+eqv
remains an open task.

3.3. Rank Operators

We follow the lines of Dawar et al. [27] and analyze logics that are extended by rank
operators. These allow defining the rank of matrices as a numerical value. This way they
are able to determine the maximum size of a subset of linear independent vectors. It will
turn out that the rank is a powerful generalization of the usual counting mechanism.

Just as in the case of ordinary counting quantifiers, there are different ways to enrich
our common logics. From the perspective of model theory, the most direct one would
be to adjoin a family of generalized Lindstrom quantifiers. However, at least for FP+C,
it has been shown [62] that formalizing the counting mechanism by extended two-sorted
structures and counting terms gives rise to a more powerful extension. We strongly believe
that this is true for rank operators as well. According to Dawar et al. we introduce the
notion of rank terms. By these terms, the rank of a matrix can be defined as the numerical
value in the second sort.

Let R = (R, +,) be a finite ring and let ¢ = (vq(Za, Ya))acr be a sequence of formulas
such that the tuples Z,, 9, consist of first-order variables ranging over the universe. Recall
that the matrix encoded by ¢ in a structure 2 is denoted by Mg. We proceed by defining
the new numeric rank term rkgr(¢). Its free variables are precisely those which occur free
in some of the formulas , but which are not among z,,y,. In a given structure 2(, which
interprets all other free variables, the value of this rank term is defined as the matrix rank
of Mg. In the following, we analyze the extensions of FO' and FPT which are closed
under the formation of rank terms.

Definition 3.3.1. We define the logic FO-+rk as the extension of FO' obtained by the
closure under the formation of numeric rank terms rkg(-) for all finite rings R and the
usual first-order operations. FO+4rk™ denotes the restriction of FO+rk which results if
we close FO only under rank terms rkz(-) for finite fields F.

Similarly, with FP+4rk we define the minimal extension of FP' which is closed under
the formation of numeric terms rkg(-) for finite rings R and under all FP' operations.
FP+rk”™ is defined analogous as an restriction of FP4rk.

Let R be a fixed finite ring. FO+4rkgr denotes the extension of FO' obtained by the
closure under rank terms rkg(-). FP+rkg is defined analogous as an extension of FP™.

Like in the case of matrix similarity and matrix equivalence, we defined rank logics in
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two variants. They differ in the possibility to define matrix rank only for matrices over
finite fields or also for matrices with entries in arbitrary finite rings. The reasons are the
same, i.e. we do not know whether the rank of matrices over finite rings can be computed
in polynomial time. For matrices over fields this is clearly true, e.g. by employing the
Gaussian algorithm.

Proposition 3.3.2. FO+rk”* < FP+rk™ < PTIME.

Ordinary counting terms can be translated into rank terms, since we have

= [17(7) = rkr(9a(F:5))acr)], Where ¢y i= [ = § A @(#)] ¢ = 0 for a £ 1.

We will relate rank logics to the previously introduced extensions. Over finite fields,
the rank quantifier can be used to decide solvability of linear equation systems, cf. The-
orem 1.4.3. Beyond that, matrix similarity and matrix equivalence can be characterized
by matrix rank as well. Again, this is true only for the case of matrices over fields.

Theorem 3.3.3. FO+sim”* < FO+eqv’* < FO+rk”™* and the same inclusions hold for
the corresponding fized point logics.

Proof. Consider for some finite field F a formula

qu]—' [(ja, gaa ’Daa wa)aG'R (Soa (jaaga)a %(%@a))aen] .

Over fields, matrices are equivalent iff they have the same rank. Thus, the given formula
is equivalent to

1”1{]: [‘%M ga(@a@m.@a))aeR] = 1”1{]: ['Daa wa(dja(ﬁaawa))ae’lz] .

Matrix similarity is treated by Dixon’s criterion [29]. Consider a formula

simp [(jm Yas Va, wa)aER (SOa (-faaga)a wa(ﬁavwa))aen] .

The tensor or Kronecker product of an I x J matrix A = (a;;) and a K x L matrix
B = (bg) over a ring R is defined as the (I x K) x (J x L) matrix A ® B, where

(A® B) i),k = ij - bri-

Let A and B be I x I matrices over F and let ¢(A,B) := rkr(A® E;r — Er ® B)
where E7 is the appropriate matrix of unity. Dixon showed that A and B are similar iff
q(A,B)? = q(A,A)q(B,B). Clearly, the Kronecker product of two definable matrices is
again definable. Thus, from the preceding characterization it follows that matrix similarity
can be translated into a rank equality between definable matrices. Each rank equality
is captured by matrix equivalence of the same matrices since we are working over fields,
thus the claim follows. O
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Figure 3.1 summarizes the relations between the introduced extensions by operators
from linear algebra that we have obtained so far. The underlying arguments in proofs
were first-order transformations of given formulas which rely on known characterizations
from algebra. Hence, all inclusions apply to extensions of first-order and fixed point logic
in precisely the same manner. Thus, the diagram omits to represent the relations with

PTIME

respect to these two logics.

VI
Al Al Al Al
? ? ?

Al

PTIME PTIME PTIME PTIME

Figure 3.1.: Relations between operators from linear algebra

The rank of a matrix, or in logical means that of a relation, is a numerical parameter
whose intuitive meaning is hard to understand. The field of algebraic graph theory studies
the relationship between graph theoretical properties and algebraic parameters [9, 34].
For instance, one is typically interested in the adjacency or incidence matrix of a graph.
Unfortunately, almost all investigations are carried out assuming that matrices are defined
over the reals. The reason is that symmetric matrices over the reals share convenient
properties, as e.g. having only real eigenvalues. Moreover, if A is an I x I matrix over R,
then there is a orthonormal basis of R! consisting of eigenvectors of A. As a consequence,
most of the results do not apply for matrices over finite fields.

However, an analysis of the results from this area seems reasonable. For instance, one
can show that the rank of the incidence matrix of an undirected graph, regarded over Q,
characterizes the number of bipartite components in the graph (e.g. Theorem 8.2.1, [34]).
Noteworthy, if we consider the incidence matrix over any finite field of odd characteris-
tic, then the statement remains true, whereas if we consider it over Fom then its rank
characterizes the number of connected components.
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Despite that, we are not aware of any structural characterizations of matrix rank over
finite domains. Recall that this fact contrasts with other notions as the determinant [57]
or with linear equation systems. However, Halld6rsson et al. [42] studied an interesting
family of problems from graph theory for which we are able to establish a close connection
to matrix rank at least over the two-element IFo.

Let o, p C w be two sets of natural numbers and consider a directed graph G = (V,E).
A subset S C V is called a (o,p)-subset of G iff for all vertices v € S (v ¢ S) the number
of successors in S is an element contained in o (or p, respectively), i.e.

foralve S: [wENS|€o
forallvg S: |[wENS|€p.

Accordingly, the (o,p)-subset problem for G, denoted by (o,p)-SUBSET(G), is to decide
whether G possesses a (o,p)-subset. It is likely that the general problem is hard to solve.
In fact, Halldorsson et al. proved that the problem ({0},p)-SUBSET(G) is complete for the
complexity class NP whenever p # {n € w : n > 1} and if there exists an = + 1 € p such
that « ¢ p. In the remaining cases, the problem is decidable in polynomial time [43].

By the notion of adjacency matrices, an one-to-one correspondence between directed
graphs and square matrices over [y is given: for any graph G, let Mg be the unordered
V x V matrix over Fg such that Mg(v,w) =1 iff (v,w) € E, and for any unordered V x V'
matrix M over Fa let Gys be the graph (V, {(v,w) : M (v,w) = 1}).

Now, let even = 2w and odd = even + 1. Halldérsson et al. proved that in the case
where o, p € {even,odd}, the problem (o,p)-SUBSET(G) is decidable in PTIME. We will
show that

Theorem 3.3.4. G has an (even,even)-subset of size k + 1 but no (even,even)-subset of
size k iff rk(Mg) = k. In particular, the graph G has an (even,even)-subset iff Mg has not
full rank.

Proof. Let S = {v1,...,vx} €V be an (even,even)-subset of size k. We claim that the set
of V columns Y = {Mg(-,v1),..., Mg(-,vr)} is linearly dependent. For each vertex z € V'
there is an even number of y € V such that (z,y) € F, hence we have > Y = 0. Thus,
the claim follows. O

Theorem 3.3.4 implies that the (even,even)-subset problem is decidable in MOD,L which
is the class of problems decidable by a nondeterministic logspace Turing machine that
accepts in input iff the number of accepting computations is odd, see Section 4.2. The
idea can be adapted for the remaining cases, i.e. for the (even,even)-, (odd,even)- and
(odd,odd)-subset problem.
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3.4. Infinitary Logics and Pebble Games

We establish game theoretical methods to limit the expressive power of fixed point log-
ics which are extended by operators from linear algebra. It is commonplace that many
powerful tools from classical model theory fail formulated for the domain of finite struc-
tures. For instance, the compactness theorem for first-order logic no longer holds. On
the other hand, many complex effects inherent to the infinite disappear. It is a fact that
logics behave differently if we investigate their expressive power on the domain of finite

structures. In particular, first-order logic is able to define the isomorphism class of each

o)

structure, and thus L3,

is able to express any possible query, even non recursive ones.

In order to establish undefinability results, one often invokes arguments which rely
on combinatorics and game theory. The way of choice is to find winning strategies in
suitable model comparison games that are played on sufficiently symmetric structures.
For this purpose, traditional Ehrenfeucht-Fraissé games as designed for first-order logic
were extended. This leads to the notion of k-pebble (bijections) games [44]. These games
capture logical equivalence of the k-variable fragment of infinitary logic (with counting).
Recall their rules from Section 1.3.

We proceed similarly for the logics FP+slv, FP+sim and FP+rk, i.e. first we introduce
appropriate infinitary logics, and then develop suitable pebble games which capture logical
equivalence of their finite variable fragments. Our investigations are based on the approach
of Dawar and Holm [24] for rank logics.

First, we consider FP+slv and FP+sim. These logics were introduced by extending
the two-sorted fixed point logic FP™ by Lindstrém quantifiers that decide solvability and
similarity, respectively. Additionally, they were closed under the formation of counting
terms. Hence, we can directly translate formulas of FP+slv and FP+sim into equivalent
formulas of C%, (slv) or C& (sim) by standard techniques [30, 39].

Theorem 3.4.1. FP+slv < C& (slv) and FP+sim < C& (sim).

However, the rank logic FP+rk was introduced by closing FP™ under the formation of
rank terms. Hence, in order to come up with appropriate infinitary logics, we have to
define a class of Lindstrém quantifiers first. Like for the embedding of FP+C into CZ,, we
introduce, for each finite ring R, for each matrix dimension (v,w) € § and for each i € w
the Lindstrom quantifier defined by

- _ ’ .
TR (o = {0 = (AM) € fin[ry"™) + tk(Mz) > i}
We define RY,, to be the finite variable fragment of infinitary rank logic, i.e. the exten-

sion of L% by the aforementioned Lindstrém quantifiers. Furthermore, let RE_ denote
the corresponding k-variable fragment.
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Theorem 3.4.2 (Dawar et al. [27]). For each formula ¢ € FP+rk (without free variables
ranging over the numerical sort) one can find an equivalent formula ¢ € Rﬁow for some
k € w, i.e. we have FP+rk < R%, .

The arity of a Lindstrom quantifier is the maximal number of different variables it is
able to bind for a single formula. The class of Lindstréom quantifiers sIvi™ C slv consists
of all quantifiers slvg of arity of at most n, i.e. of quantifiers that are able to decide
solvability of linear equation systems with coefficient matrices of dimension (v,w) where
v4+w < n.

Accordingly, let sim™ C sim denote the class of similarity quantifiers of arity of at
most n, i.e. the class of simr quantifiers which decide similarity of square matrices of
dimension (v,v), where 2v < n. For the introduced Lindstrom rank quantifiers we denote
the restricted class of quantifiers of arity of at most n by k"=,

We also limit the quantifier arities in the corresponding logics. The logic FP+rk[™ is
defined as FP+rk with the restriction that numeric rank terms rkg (¢(z,¥y)) can only be
formed if |Z|+|7| < n. Logics FP+slvi™ and FP+sim[™ are defined similarly. Furthermore,
we follow this convention to obtain the corresponding restrictions of infinitary logics, i.e.
cw (sivi™), ¢ (sim™) and R, All inclusions stated in the theorems above are still
valid if we restrict arities to n [27].

We introduce suitable pebble games for a fixed arity n < k, where k£ denotes the
number of different variables considered in the infinitary logic. These games capture
logical equivalence in £, where £ is one of the logics C*_ (siv™), CE_(sim[™) or R
respectively. For a ring R, a set A, a matrix dimension (v,w) € 7, where m < n and a
partition P of AY x AY we define for each labeling v: P — R the AY x A" matrix M$
over R by setting

P/- 7\ . . i . _ 7
M, (a,b) := x iff y(P) = z for the unique P € P such that (a,b) € P.

The partition P can be restricted to a partition P” of A in a natural way. We define
P":={{ae A": (a1,...,ap,ay,...,ay) € P}: P € P}.

In the same way we define for a labeling 6: PY — R the A” column vector b? over R.
Since the definitions and arguments are very similar, we simultaneously carry out our
investigations for all three different extensions.

Definition 3.4.3. For two 7-structures 2 and 9B let Part*(2,%) be the set of partial
isomorphisms p between 2 and B with |dom(p)| < k. For * € {slv,sim, rk}, a partial iso-
morphism p € Part®(A,B), a set M C Part*(A,%) and an arity n, the property prp*(M)
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of the partial isomorphism p is defined as follows:

For all (v,w) € 1, m < n, all rings R and all C' C dom(p) there are partitions
P of AV x A%, Q of BY x B" and a bijection f: P — Q so that

e cither we have v+w = 1 and |P| = |Q| = |A|, thus f is a bijection from
A to B, or (cond*) holds, and

prp*(M)

e forall P € P,a € Pbe f(P) with a; = a; iff b; = b; for all 4,j < m and
|C Ual <k we have (p | C)U{(a1,b1),..., (am,bm)} € M.

The conditions (cond*) referred to in the definition of the property prp*(M) are given
by: for all labelings v: P — R and...

for all labelings 6: P? — R the linear system (MF b¥) is solv-
(for slv) : 7

able iff (Mfo - b ;-1 is solvable,

for all labelings §: P — R the matrix Mf is similar to M(SP iff

for sim) :
( or S’l/m) {M;Qofl is similar to Mgf—17

(for rk) : {rk(MP) = rk(MZ ).

Furthermore we define

[I*] .= Part®(2,B),

['lir = {p € (PIF: p has the property pry* (1)}

Finally we set [I*]¥(A,%B) := (N, [[*]F, which is the n-ary (solve, similarity, rank) back
and forth system over k wvariables for the structures 2 and *B.

As for traditional Ehrenfeucht-Fraissé games, the defined algebraic relation between
structures via back and forth systems can be described by a game. The n-ary (solve,
similarity, rank) k-pebble partition game QZIXC(Q[,%), fLif,?(Ql,‘B), g;ljk(m,%) is played by
two players, Duplicator and Spoiler, on structures 20 and 2 by means of the following
rules. There are k pairs of pebbles (z1,y1), ..., (zg,yx) which can be placed on elements
of the structures. Positions in this game are partial mappings h : {1,...,k} — A x B.
The initial position is h = (), i.e. no pebbles are placed yet. In each round Spoiler first
chooses two integers v,w > 0 such that 1 < v+ w =: m < n and then picks up m pairs
of corresponding pebbles in a specific order. If v + w = 1, then the play continues as in
the usual k-pebble bijection game. Otherwise, Spoiler selects a finite ring R and the play
proceeds as follows:

e Duplicator chooses partitions P of AY x A, Q of BY x B and a bijection f: P — Q.
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She looses directly if there is a labeling v: P — R and

a labeling §: PY — R such that the linear system (MY bF) is
(solve) : v

not solvable iff (Mgf,l,b(%f,l) is solvable,

a labeling 6: P — R such that the matrix Mf is not similar

to M5P iff Mgf,l is similar to M®

(similarity) : {
Sof—1»

(vank) : {rk(MP) # rk(M2 ).

e Spoiler selects a block P € P and places the m chosen pebbles (in the same order
he selected them first) on a tuple in P and f(P).

Let the resulting position be denoted by h. If range(h) € Part®(2,%), then the play
continues. Otherwise Duplicator looses. She wins the game if she can force each play to
be of infinite duration. There is an adapted version of the game in which for designated
elements a € A,b € B, |a| = |b] = | < k the starting position is not h = @) but h(1) =
(a1,b1),...,h(l) = (a;,b;). This version is denoted by g;,k(m,a,%,é). We specify the
connection between these model comparison games (or back and forth systems) and logical
equivalence in infinitary logics.

Definition 3.4.4. Let £ be one of the logics C*  (slvi™), CE (sim!™) or REM. For
p € Part®(2A,B) we say that p preserves the truth of £ on 2 and B if for any formula
¢(z) € L and any tuple ¢ C dom(p) we have

A= (e) iff B = o(pe).

By [J*]*(,%) we denote for x € {slv,sim, rk} the set of partial isomorphisms with this
property.

We want to prove that [I*]*(,%) = [J*]¥(21,9B) for all k¥ > 1 and all x € {slv,sim, rk}.
Intuitively the correctness of this claim can be explained as follows: Like in the usual
k-pebble bijection game, Duplicator has to guarantee that for each realized k-type t the
total number of realized k-types reachable from ¢ by exchanging the value of one variable
is equal in both structures. This is captured by letting Duplicator select a bijection
specifying the correspondence of elements in this sense. For instance, she directly looses
if her bijection does not respect already pebbled pairs. If there is a reachable k-type
with a different number of realizations, then she is likewise not able to present a suitable
bijection and Spoiler wins by taking advantage of her deficiency.

Moreover, in the n-ary (solve, similarity, rank) k-pebble partition game, we have to
take into account m-ary quantifiers of type solve, similarity and rank. Duplicator has
to guarantee that for each realized k-type all “reachable” matrices (definable with at
most n variables) are indistinguishable in both structures in terms of solvability of linear
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equation systems, similarity or rank. This means that one cannot only count different
k-types, but can make statements about their global arrangement in both structures. In
order to model this, Duplicator has to select partitions of tuples and a bijection such
that all definable matrices, with respect to this partitioning are “sufficiently alike”. The
appropriate conditions of being sufficiently alike are expressed in the rules of the games.

Theorem 3.4.5. [J*]*(A,B) = [I*]*(2A,B).

Proof. Again let £ be one of the logics CE_(sIvi™), CE_ (sim™) or RE[.

First we prove [I*]*(,%) C [J*]*(2,%B) by induction on formulas in £. Let p €
[1*]¥(2,%B) be arbitrary. The induction base follows since [I*]*(,%B) C Part*(A,%). Also
the induction step for (infinitary) conjunctions and for negation is trivial.

For o(z) = 32y (Z,y) and & C dom(p) with |¢| = |Z|, choose an appropriate bijection
[1*]%(21,98)) of p (for v = 1,w = 0).
“1F(A,2), we can conclude from the

f: A — B according to the closure property prp*(
Since for all a € A we have (p 1 ¢) U {(a,fa)} € [I
induction hypothesis

A= p(e) iff AEY(ca), forat least ¢ different a € A
ifft B E¢(pc,fa), for at least i different a € A

iff B = ¢(po).

We illustrate how to handle operators from linear algebra for the case of slv-quantifiers.
Consider a finite ring R, a matrix dimension (v,w) € m with 1 < m < n and a formula

SO(E) = SIVR [(i'aa g(lu 2(1)(1672 (%(i'm@a?i’)’ ﬁa(zauj))aeﬁj )

with (|Z4,|7a]) = (v,w) and |Z,| = v. For ¢ C dom(p) with |¢| = |Z|, select appropriate
partitions P and Q of A” x A* and BY x B" and a bijection f: P — Q according to the
closure property prp*([I*]¥(2,%)) of p (with respect to v,w). Then it is guaranteed that
for all @ € P,b € f(P) we have (p 1 &) U{(a,b)} € [I*]*(A,B). Tt follows by induction
hypothesis for all a € R

A= ta(ac) iff B k= va(bpe).
Since the same holds for ¥, there are labelings v,6: P — R so that

MJ = MY MF = M2 and M = MPMP = M2,

Hence, (M%,Mﬁl) is solvable over R iff (M,f,Mﬁ%) is solvable over R, i.e.

AEpe) if B = p(po).
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We prove the remaining inclusion [J*]*(A,%) C [I*]*(A,B) by induction on I, i.e. we
argue that [J*]*(A,B) C [I*]F(A,B) for all I > 0. The induction base follows right from
the definitions. Let [ > 0 and p € Part®(2,%) such that p preserves the truth of £. From
the induction hypothesis we know that p € [I*]F | (2,%). We define for each v,w > 0,
1<v+w=m<n,a=(a,a2) € AY x AY, b = (b1,by) € BY x BY, each finite ring R
and ¢ C dom(p) the L-types:

tpy (A,0,¢) := {p(z,9) € L+ |z + |y <k, A k= p(a,c)}
tpy(B,0,6) == {@(Z,5) € L : || + |yl <k, B | o(bpe)}.

With respect to these types we obtain equivalence relations Ngf,ék on AY x AY and N%?k
on BY x BY in the natural way:

a Nmi a < tph(Aa,c) = tph(A,a’,¢) and respectively
b N%,Ek: V :e tph(B,b,c) = tph(BYC).

The induced partitions P,z and Q,z of A” x A and BY x B" show that p has indeed
the property prp*([I*]F_,(2A,%)). To see this, we first prove that there is a (canonical)
bijection between them.

Lemma 3.4.6. Let fpz: Ppz — Qpz be a mapping satisfying

fozllal) =] iff i (%a.0) = tp(B.be).
Then fp e exists, is uniquely determined and a well-defined bijection.

Proof. Assume that a tuple @ € A exists such that for all b € B we have tph(A,a,c) #
tph(B,b,¢). In this case the formula ¢(y) := 3z A tp}(2,a,c) would witness that p does
not preserve the truth of £ on 2 and 8. Thus, such a mapping f,z exists. In the same
manner, the surjectivity is verified. Furthermore, as a direct consequence of the definitions
of Ngf,ék and Nfgfk, one checks that f,: is well-defined and one-to-one. O

For convenience, set P := P,z Q := Q,: and f := fpz We illustrate the remain-
ing steps for the case £ = C’gow(slv["]). Assume towards a contradiction that there are
labelings v,6 : P — R such that

) is not solvable.

(M$,M§) is solvable iff (Mgf_hMgf_l

According to the definitions of P and Q, all matrices above are definable in £ using as
parameters the elements ¢. To be precise, set ¢(Z,y) = (©a(Z,Y))acr Where

©a(Z,j) := A tph (A,a,c).
a€PeP,y(P)=a
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Since Mgf @ — MA]/? , the existence of the labelings v, § contradicts the fact that p preserves
the truth of £ on 2 and 5.

Finally let @ € P € P, and b € f,:(P) € Q,; be arbitrary tuples, and assume there
is a formula ¢(z,y) € L such that

A pa,c) & B obpe).

This would be a direct contradiction to the definition of f,z, thus by induction hypoth-
esis we conclude

(p1e)U{(arbr),. .., (@mbm)} € [JTHAB) C [I']F(A,B). =

Theorem 3.4.5 establishes the connection between the model comparison games and
logical equivalence. If for each £ > n > 1 we can find two structures 2y, ,,, By, such that
Ap.n, Z B, but Duplicators wins g;{yﬂ(m,%), then the class {2, : £ > n > 1} is not
definable in C¥ (slv), thus it is not definable in FP+slv.

Corollary 3.4.7. 2 and B are L-equivalent iff () € [J*]*(A,B) = [[*]¥(2,B).

There are some important modifications to the games. For instance, by limiting the
number of rounds rather than the number of pebbles, one obtains games that capture
logical equivalence with respect to FO+slv, FO+sim, FO+rk. We can also restrict the
requirements in the properties prp*, e.g. we can force Spoiler to choose the ring out of a
restricted set of finite rings. This allows to investigate operators from linear algebra over
rings of different characteristics. The next result is due to Dawar and Holm, and it is an
important first step into this direction.

Theorem 3.4.8 ([24]). For all primes p,q where ¢ =1 mod p, there is a class C of finite
graphs which is definable in FO+rkg, if we restrict to quantifiers of arity 2, but which is
not definable in R

;’5[5] if we restrict to rank quantifiers over the ring IF,,.

The games are sophisticated and it is hard to analyze and prove the existence of winning
strategies. The main problem is to guarantee the (linear algebraic) properties requested in
the rules of the games. For instance, one has to establish conditions which guarantee that
all matrices, which are definable with respect to the chosen partitions have the same rank.
This becomes even more problematic if we consider quantifiers of arity > 2. Currently we
are not able to present applications of these games, though there are many open questions
in this regard. The main goal, of course would be to clarify whether the extensions of fixed
point logic can be separated from PTIME. Besides that, a more basic question remains
open as well, namely to clarify the relationship between the extensions of first-order logic
and fixed point logics. Furthermore, the problem solved by Theorem 3.4.8 is open for

arities > 2 and general pairs of primes.



Chapter 4.
Hierarchies and Descriptive Complexity

In Chapters 2 and 3 we investigated problems of linear algebra which are not definable
in FP+C and studied ways to enrich logics. In Chapter 4 we analyzed logics extended
by operators from linear algebra which are able to decide solvability of linear equation
systems, similarity of matrices, and the rank of definable matrices, respectively. This
chapter continues the study in the light of logical hierarchies and descriptive complexity.

In Section 4.1 we review a result of Dawar et al. By exploiting an idea of Hella [44], they
proved that rank operators form a strict hierarchy with respect to increasing arities. We
notice that their method also applies to extensions by solve quantifiers. Another result of
Dawar et al. is presented in Section 4.2. It states that on the domain of ordered structures,
logspace modulo counting classes are captured by various extensions of first-order logic.
Again, their result was formulated for rank logics but it directly applies to the case of
solve and similarity quantifiers as well. In particular, we obtain that on the domain of

ordered structures these extensions are equivalent.

4.1. Logical Hierarchies for Operators from Linear Algebra

The arities of operators from linear algebra form a strict hierarchy with respect to logical
expressive power. This is true for all introduced kinds of quantifiers (cf. Chapter 3).
To obtain this result, we review the original proof presented by Dawar et al. for the
case of rank quantifiers [27]. Recall the corresponding infinitary logics, i.e. C‘g’ow(slv[”]),
C¥ (sim™) and R from Section 3.4. Dawar et al. proved the strict hierarchy for the
rank logic, i.e. they showed that

RulZ < Rull < ... < Rl < RulnH1) <
By reusing the same arguments we obtain
Cow(s1VP) < CLu(sP) < o (shvP) < (s ) <

However, for the extensions by similarity quantifiers we cannot derive the same hierar-
chy. This is due to the fact that similarity quantifiers are only defined for even arities -
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they always decide properties for square matrices. However, the following considerations
will reveal that for all £ > 1 it holds that

€%, (sim*) < €2, (siml?).

As pointed out, the underlying idea is to exploit a result due to Hella [44]. Let Q,
be the class of all generalized Lindstrom quantifiers of arity < n. Hella showed that for
all n > 1 there is a query on finite structures which is not definable in L (Q,), but
decidable in PTIME. However, just as in the case of CFI-graphs (cf. Section 2.5), the
query of Hella can be formulated as a linear equation system over Fo. This was proved by
Dawar et al., and moreover they showed that the corresponding equation system can be
defined by a first-order formula and has a coefficient matrix of dimension (n,1). In this
manner they obtained the desired hierarchy result, since R < L% (Q,).

Lemma 4.1.1. C¥_(svi"), €% (sim™), R&M <19 (Q,) for all n > 2.

We now present the construction of Hella. Let G = (V,EY,<9) be an (undirected)
connected (n + 1)-regular ordered graph. For each v € V' we introduce the set C,, of new
vertices defined by

Cy = {(v,w)o, (v,w); : w € vEI Y.

Let S C V. The Hella graph D(G,S) is a structure of signature 7, := {E, R, <}, where
E, < are binary and R is an (n + 1)-ary relation symbol. The universe of D(G,S) is given
by the set |J,c Cy. The relations are defined as follows:

EPGS) = {((v,w);, (wy);) : (vw) € EY.i= 0,1}
RPOS) = {((0w1)i; .. (0wn41)inyy) 10 € Vo <9+ <9 i,
d i iff S
an ijj even iff v ¢ S}
<PE5) .= {((v,w);, (z,y);) v <9z orv=gand w <9 y}

The construction of Hella can be seen as an adaption of the one used by Cai et al.
Every vertex in the original graph is replaced by a gadget and every edge by a pair of
edges connecting the different gadgets. The main difference to the CFI-construction is
that the sophisticated parity property is not defined by designated inner nodes and twists
of edges, but is encoded into the (n + 1)-ary relation RP@5)  Accordingly, the twists
are also encoded in the relation RP(99). The preorder <P(95) has width two since all

incomparable pairs are vertices of the form (v,w)o, (v,w); for some (v,w) € EY.

Theorem 4.1.2 (Hella [44]). For all S,T C V the graphs D(G,S) and D(G,T) are iso-
morphic iff |S| and |T'| have the same parity.
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Thus, each connected regular graph G gives rise to precisely two isomorphism classes
of corresponding Hella graphs. We fix some vertex u € V and two representatives from
these classes, i.e. we distinguish between the even Hella graphs D(G,0) and the odd Hella
graphs D(G {u}).

Theorem 4.1.3 (Hella [44]). For eachn > 1 there is a family of (n+1)-regular connected
graphs (Gi)k>1 such that for every sentence ¢ € L%, (Qp) there is k, > 1 such that for
all k > ky, we have

D(Gk0) |= o iff D(Gr{u}) = .

Actually, the graphs can be distinguished in LOGSPACE. As a result we obtain that for
each arity n > 1 the logic L%, (Q,,) does not capture PTIME. Since FP4+-C < L%, (Q1),
this result extends the one which Cai et al. had obtained. However, the constructed
classes are based on vocabularies of growing complexity. Intuitively it seems reasonable
that generalized quantifiers of arity n are insufficient if structures contain relations of
arity n + 1. In particular, it remains possible that the logic LY (Q,) captures PTIME on
the domain of finite graphs for some n > 2.

Theorem 4.1.4 (Dawar et al. [27]). For all n > 2 there is a sentence ¢ € C_ (slvi"1)
of signature T, such that for all (n + 1)-regular connected graphs G we have

D(G.0) = ¢ and D(G,{u}) = .

Proof. We argue that there is a first-order interpretation of a linear equation system &
over Fy in D(G,S) which is solvable iff |S| is even. For each vertex (v,w); in D(G,S), we
introduce a variable (,,),. The system includes the following equations:

for all incomparable pairs (v,w)g, (v,w); : T(ow)o T T(vw) = 1 (4.1.1)

for each edge ((v,w);, (v,w);) : T(yw); T T(ow);, = 0 (4.1.2)
for all ((v,w1)i; - - (V;Wn41)in.r) € RP9S . T(yuw), T+ Twwni1)i g =

(4.1.3)

If S = 0, a solution for the system S is given by setting T(yp); = 4 Towards a

contradiction, assume that the system S is solvable although S = {u}. Each solution
defines an isomorphism f between D(G,0)) and D(G,{u}) by setting

(vw)o  ff T(y ), =0 .

f((vvw)l> = {

(v,w)1 iff x(uw)i =1.

First of all, one can check that f is a bijection which respects the edge relation £ and
the preorder <. This is guaranteed by the equations (4.1.1) and (4.1.2). Furthermore,
(v01)iy - - - (VywWnt1)in,,) € RPOO) iff >, ij is even. Note that we have

f((vaw)i) = (U’w)x(ww)i'
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Furthermore, equations of type (4.1.3) guarantee that
D . .
((v,w1)iy -+ (VWRs1)insy) € R (G Aud) iy Zj (v,uy);, 18 even.

By combining these facts and reusing the equations (4.1.1), one verifies via an easy
calculation that f is an isomorphism. But since D(G,0) is not isomorphic to D(G,{u}),
we conclude that the system S is solvable iff D(G,S) is an even Hella graph.

It remains to show that the described linear system is definable as an (n-+1)-ary relation

in €& (slvin 1)

. As pointed out, one can use a coefficient matrix of dimension (n,1), i.e.
the system is definable by first-order formulas v (z,y), ¥(z) where |Z| = n. To be more
precise, equations of type (4.1.1) can be defined at tuples whose individual components
are (v,w);, equations of type (4.1.2) at tuples whose first two components are connected
by an edge and equations of type (4.1.3) at tuples of the form ((v,w1);, ... (v,wy)s,) which

form a continuous segment with respect to the preorder <. ]

Together with our foregoing explanations and Theorem 3.2.3, this result implies the
hierarchies for the logics C%  (slv) and C%  (sim) that we have depicted in the beginning
of the current section. For the case of rank logics, we still have to argue that deciding
solvability of linear equation systems can be reduced to rank queries without increasing
the arity. This is true for equation systems over fields [27].

Lemma 4.1.5. For each o € C<_(slv"I") there is an equivalent formula ¢ € R,

Proof. A linear equation system (A,b) over a field is solvable iff for all columns in A the
addition of b does not change its column rank. Thus, we can easily find an equivalent
formula without increasing the arity. O

The hierarchy results can be considered from another point of view. They attest that
the investigated properties from linear algebra are structurally more complex compared
to ordinary n-ary counting. The latter is known to be reducible to unary counting (for
fixed point logics). We stress that it is a relevant open question whether or not quantifiers
of bounded arity yield the same expressive power on the domain of finite graphs.

4.2. Capturing Logspace Modulo Counting Classes

Dawar et al. [27] characterized the descriptive complexity of first-order logic extended by
rank operators for a fixed ring R on the domain of ordered structures. It turns out that
their arguments apply to the extension of FO by operators deciding solvability of linear
equation systems. Thus, on ordered structures (and for special fixed rings) the specific
kind of operator from linear algebra (cf. Chapter 3) has no influence on the resulting
expressive power with respect to first-order extensions. This result is a first step towards
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relating the various operators to each other. However, since FP already captures PTIME on
the domain of ordered structures, the results are useless for the corresponding extensions
of fixed point logic.

Theorem 3.1.2 states that the introduced extensions of FO (even those resulting while
fixing the underlying ring) can express all queries definable in FO+STC. This already
shows that on ordered structures, SLOGSPACE < FO+slvg for all finite rings R. However,
it seems unlikely that the data complexity of FO+slvg is contained in SLOGSPACE. In
particular, we believe that its datacomplexity crucially depends on the characteristics of
the underlying ring R. Hence we have to consider more appropriate complexity classes.

In [15], Buntrock et al. introduced logarithmic space modulo counting classes in analogy
to prior studied modulo counting classes for PTIME. They share many common proper-
ties, e.g. closure under Boolean operations or reductions. The class MODgL consists of
problems decidable by nondeterministic logspace Turing machines which accept inputs
iff £ does not divide the number of accepting computations. For all primes k, Buntrock
et al. proved that many problems of linear algebra over Zj, are complete for MODL with
respect to NC! many-one reductions. Further work of Hertrampf et al. [45] revealed that
MODyL is even closed under oracle queries to MOD,L machines in this case.

Definition 4.2.1. Let #L be the class of functions f: >* — w for which there is a
nondeterministic logspace bounded Turing machine so that f(z) equals the number of
accepting computations when started on input =x.

For k > 2, the complexity class MODyL is defined as containing precisely all problems
A C ¥* for which an f € #L exists such that for all x € 3* we have

xe Aiff f(x) #0 mod k.

We summarize some important results used throughout the following argumentation.
From now on let p be a prime.

Theorem 4.2.2 ([15, 45]). For the complezity class MOD,L, the following holds:

(1) MOD,L is closed under intersection, union, complement, many-one NC! and even
Turing MOD,L reductions.

43 eclaing e rank oy a matrir over 5 compiete jor w1t respect 1o
i) Deciding the rank tri Fp i let MOD,L with t to NC!
many-one reductions.

(777) Deciding solvability of a linear equation system over F, is complete for MOD,L with
respect to many-one NC! reductions.

Dawar et al. [27] proved that FO+rkg, captures MOD,L on finite structures. Moreover,
their arguments show that also FO+slvg, captures MOD,L on this domain. For this reason
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we obtain on ordered structures:
FO+slvg, = FO+simp, = FO+equp = FO+rkp, = MOD,L.

In fact, each formula in FO+slvg, contains a fixed number of nesting of slvy, operators.
The preceding theorem states that each single operator can be decided by a MOD, L ma-
chine and furthermore that each MOD,,L machine can be simulated by a MOD,L machine.
Thus we obtain FO+sIva < MOD,L.

For the remaining direction consider a vocabulary 7 and a class C C ord[r]| of finite
ordered structures with C € MOD,L. We choose a nondeterministic Turing machine M
that decides the class C and has a space bound of clogn for a fixed constant ¢ > 0.
We assume that M has precisely one accepting configuration and that its configuration
graph Gy is acyclic. This can be realized by equipping M with a step counter. An
input x € X* is accepted by M iff the number of paths from the initial to the accepting
configuration in Gy is not a multiple of p.

Lemma 4.2.3 ([55]). There are FO formulas ©ini(Z), ¢ finail(T), Pnext(T,y) such that for
all structures 2 € ord|r| the transition relation in the configuration graph of M started
with input (A) is encoded by ... The accepting configuration of M is encoded by go%lml
and the initial configuration by oo ;.

The central idea for the following result is due to Cook [20]. He presented a way to
reduce the NLOGSPACE complete problem of (directed) graph accessibility, denoted by
REACH, to the problem of deciding singularity of integer matrices. For the complexity
classes MOD,L, it is complete to decide whether in an acyclic directed graph the number
of paths between to designated vertices is not divisible by p. In the following, this query
is denoted by REACH,,. By our knowledge, a relation between the two complexity classes
MOD,L and NLOGSPACE has yet not been established. Stated otherwise, it remains
unanswered whether the problems REACH and REACH,, are equivalent, e.g. with respect
to NC! many-one reductions. However, Dawar et al. showed that the idea of Cook can
also be adapted for REACH,,.

For an acyclic directed graph G on n vertices consider the corresponding adjacency
matrix Mg over Z. It is a simple observation that the entry (s,t) in the matrix Mé equals
the total number of different paths of length ¢ from s to ¢ in G. Since G is acyclic this
implies M§ = 0. Let E be the identity matrix appropriate for Mg. Then (E — Mg) is
invertible because

(E—Mg) (E+Ms+Mg+-+M;")=E.

Thus, the entry at position (s,t) in (E — Mg)~! equals the total number of different
paths from s to ¢ in G. Note that det(F — Mg) = 1, thus by the adjugate rule this number
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equals, up to sign, the determinant of (E — Mg);s. The matrix (E — Mg)s results from
(E — Mg) by deleting row ¢ and column s. We conclude that there is a path from s to ¢
in G iff (£ — Mg):s is nonsingular over Z. In particular, the number of paths from s to ¢ is
not congruent 0 modulo p iff (E — Mg):s is nonsingular over F,. By the preceding lemma,
there are FO formulas that define the adjacency matrix of the configuration graph of the
Turing machine M besides its initial and accepting configurations. It remains to show
that FO+slvp, is able to express nonsingularity of definable (square) matrices.

Lemma 4.2.4. Let (¢4(Za,Ya))acr, be a sequence of formulas in FO+slvg, that encode a
square matriz over F,. Then there is 1) € FO+slvg, such that for all structures 2

A =9 iff My is nonsingular.
Proof. Let 91 := (v1 = z) and ¥, := 0 for all a € F,, \ {1}. It suffices to define

w =Vz [SIVR [(ffa; gaa ﬁa)ae’R ((Pa(javga)v ﬁa(q_}a))aERH . 0

Theorem 4.2.5. Let p be a prime. On ordered structures we have
FO+slvp, = FO+simp, = FO+rkgp, = MOD,L.
Proof. Recall that the rank of a matrix over I, can be decided in MOD,L. O

Like in the case of FO+TC, we conclude that on ordered structures the logics FO+slvg,,
FO+simp,, FO+rkp, possess a normal form, i.e. every sentence is equivalent to a sentence
with only one occurrence of the corresponding operator.

Recall that every formula in FO+STC can be transformed into an equivalent formula
in FO+slvr for each finite ring R. If this was also true for FO4+TC, the foregoing theorem
would yield that NLOGSPACE C MOD,L. Thus it seems hard to obtain such a relation.
However, it may be possible to show that undirected graph accessibility is not definable
in FO+rk on the domain of all finite structures. A result in this direction would not have
similar impacts on algorithmic complexity theory.

Restricting our considerations again to the ordered setting, a recent result of Bourke
et al. [14] shows that FO+rk is able to define directed reachability also on the class of all or-
dered planar graphs. Remarkably, the authors expect that ULOGSPACE = NLOGSPACE.
In this case the query REACH would be definable in FO+-rk on the class of all finite ordered
graphs.

Dawar et al. [27] suggest to investigate alternating graph reachability as well, which is
known to be a PTIME complete problem. It is unlikely that FO+rk is able to express this
query since this would imply PTIME = NC2. Thus, alternating reachability is a promising
candidate for showing the expected separation of FO+rk and FP4rk.






Conclusion and Future Work

Motivated by the seminal work of Atserias et al. [7], in this thesis the descriptive complex-
ity of problems from linear algebra was studied. We analyzed corresponding extensions
of logics that have been proven successful in the area of finite model theory. Investiga-
tions are orientated on the pioneering papers of Blass et al. [12], Dawar et al. [27] as well
as Dawar and Holm [24]. This thesis makes some contributions to this current topic of
research and points out new aspects for the following investigations. Moreover, it reviews
many of the known results in order to present a comprehensive overview.

The results of Atserias et al. showed that over each finite Abelian group FP+C can-
not express solvability of linear equation systems. Although Abelian groups cannot be
embedded into fields in general, all related studies have focused on problems of linear
algebra defined over finite fields (or infinite domains Z and Q). From the well known
structure theorem for finite Abelian groups, we know that for each Abelian group there
is an operation extending the group to a finite commutative ring. With this in mind, we
have extended the perspective and have considered linear algebra over finite commuta-
tive rings. It is a known fact that a remarkable amount of problems of linear algebra is
definable in FP+C. In Chapter 2 we have demonstrated that this remains true for many
queries over finite rings: we proved that matrix multiplication and matrix singularity can
be defined in FP+4-C over arbitrary finite commutative rings. Definability for the matrix
determinant and the characteristic polynomial in FP+C has been clarified only partially.

The minimal polynomial is a very important algebraic parameter for matrices over
fields. Its coefficients can be characterized as the solution of a linear equation system
which has a very specific form. An exploitation of this fact provided an FP+C-definition
of the minimal polynomial for matrices over finite fields and over Q. Apart from that,
we established new classes of problems, primarily from the area of linear algebra which
are not definable in FP+C, however decidable in polynomial time. This fact underlines
the important role of linear algebra with respect to classes of structures separating FP+C
from PTIME.

These findings have led us to study various extensions of FP4C by operators from linear
algebra in Chapter 3. These extensions are oriented on the rank logics studied by Dawar
et al. [27]. In particular, we have introduced extensions by operators that decide solvability
of linear equation systems, similarity of matrices, equivalence of matrices, and rank of
matrices. Restricted to finite fields, we have obtained a clear hierarchy in which the rank
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logics subsume all other extensions. As many of the well-known characterizations from
linear algebra fail over rings, some relations between the newly introduced logics remain
open in the general case. The operators from linear algebra are very powerful, thus it is
not surprising that it is difficult to obtain an intuition for their semantics. Actually, we
lack convenient structural characterizations which makes the meaning of formulas hard
to capture. Hence we have started to search for some natural graph properties which are
strongly connected to the queries from linear algebra. Especially circuit value problems
over modulo gates and the (o,p)-subset problem for graphs turned out to be relevant in
this concern, cf. Section 3.1 and 3.3. Furthermore, we have adapted the newly introduced
partition games to our extensions, which Dawar and Holm studied for rank logics in [24].

In Chapter 4 we have taken up further results of Dawar et al. [27]. They proved the
strictness of the arity hierarchy for rank operators. Their proof immediately applies to our
extensions, thus we have derived a strict hierarchy of arities for solvability, similarity and
equivalence operators. Moreover, Dawar et al. obtained a capturing result for first-order
logic extended by rank operators for Z, on the class of ordered structures. Their result
extends to first-order logic with operators for solvability, for similarity and for equivalence.
Hence, on the class of ordered structures the different kinds of extensions are equivalent.
In the following part, we present many ideas which can trigger off further research.

First-order extensions. Currently we are not aware of any non-trivial limits in the
expressive power for the proposed logics. An analysis of the extensions FO+slvy,  for
integers m > 2 seems to be most promising. Whenever m is a prime, we have seen
in Section 4.2 that FO+slvz,, captures MOD,,L on the domain of ordered structures.
Here MOD,, L is the class of problems decidable by a nondeterministic logspace Turing
machine that accepts an input iff the number of accepting paths is no multiple of m.
However, the relation does remain unclarified for composite integers m. It is not known
whether in this general case MOD,,L is closed under intersection or complement. This
is of course a necessary condition for extending the capturing result. It also remains
unknown whether there is a relevant algorithmic complexity class captured by FO+slv
on the class of ordered structures. Can we define transitive closure in FO+slv, i.e. is
NLOGSPACE < FO+slv? It appears unlikely that alternating reachability is definable
in FO+slv, since this would imply NC? = PTIME. As a result, alternating reachability
is a promising candidate for limiting the expressive power of FO+slv. Allender et al.
[3] showed that over the rationals, unsolvability can be reduced to solvability of linear
equation systems. So far, a similar result is not known for systems over finite rings.
Clearly, we can translate each formula into an equivalent one, only using operators for a
single finite ring. We hope that in general, one application of an operator is sufficient.
The same investigations are reasonable for quantifiers deciding similarity and matrix rank.
Over finite fields, matrix rank characterizes many other notions. It has not been discussed
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whether we can simulate rank operators over finite rings by those defined over finite fields,
i.e. whether we have FO+rk”* = FO+rk. Imaginably, there is a more sensible notion
of matrix rank over commutative rings which has stronger connections to solvability of
linear equation systems. A significant open issue concerns the algorithmic complexity of
matrix rank over rings: can we show that FO+4rk < PTIME? In order to obtain a deeper
understanding of the descriptive complexity, one should continue to search for structural
graph properties that are intimately related to these queries from linear algebra. For
instance, the problem of counting the number of paths between two designated vertices
modulo m (REACH,,) seems to be promising, cf. Section 3.1. It is possible that the
extension which results by adding operators for deciding solvability of linear equation
systems to first-order logics is equivalent to first-order logic extended by operators deciding
REACH,,. This is true on the domain of ordered structures, cf. Section 4.1.

The mathematical field of algebraic graph theory reveals the connections of algebraic
parameters of matrices and properties from graph theory [9, 34]. Unfortunately, matrices
in this area are typically studied over the reals, rendering most of the results are non-
applicable for our purpose. Still, it seems worthwhile to explore the manifold ideas of
algebraic graph theory. There also are interesting combinatorial approaches to various
concepts from linear algebra. For instance, the determinant of a matrix can be char-
acterized in terms of a cycle decomposition of a special associated graph, cf. [58, 63].
Since singularity of matrices is definable in all introduced first-order extensions, these
characterizations might help to gain deeper insight into the structure of definable classes.

Different Characteristic We maintain the conjecture that operators from linear al-
gebra are incomparable if considered for rings of different characteristic. For extensions
of first-order logic, the circuit value problem over modulo gates may be an appropriate
candidate for obtaining separation results in this concern, i.e. for separating FO+slvz,
and FO+slvz, for different primes p,q. It is a simple observation that this problem is
complete for MOD,,,L for all integers m, and we have seen that it can be expressed in
FO+slvz, . Solving this issue would probably help to make progress in understanding
the open relation between FO+slv and FP+slv. To clarify the expressive power between
FP+slvz, and FP+slvz, for different primes p and ¢, we may engage the queries itself, i.e.
show that solvability of linear systems over Z, cannot be defined in FP+slvz, .

Linear algebra and counting In Chapter 3 we have analyzed and related logical ex-
tensions by various operators from linear algebra. Whether the obtained inclusions are
strict, is a question which naturally arises. In particular, this concern relates to the ex-
pressive power of FP(slv) and FP(eqv). Rank terms directly simulate ordinary counting
terms, thus we can abandon counting terms in FP+rk. On the contrary, whether we can
abandon them in FP+slv, is a question which is left unanswered. We claim that this is
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not possible. We have shown that modulo counting is definable in FP(slv). However, the
Hértig and Rescher quantifier seem to be undefinable in FP(slv). Noteworthy, the Hértig
quantifier is definable in FP(eqv), however the question if the Rescher quantifier is defin-
able remains open as well. Having a better algorithmic understanding for matrix rank
and similarity over finite rings would be profitable with respect its descriptive complexity
as well. Refining the ideas of [6] seems to be a promising possibility to tackle this ques-
tion. Finally, we have to face the problem of clarifying definability for the characteristic
polynomial over arbitrary finite rings in FP4C, see Chapter 2.

Fixed point extensions and pebble games Certainly, the main task is to find classes
that can be used to separate FP+rk”* from PTIME, or to prove that FP4+rk™ captures
PTIME. The introduced pebble games may provide the appropriate technical method
for results in this direction. If we limit the number of moves instead of the number
of pebbles, these games capture the expressive power of first-order extensions. In this
case the correspondence to logic is the quantifier rank of formulas, as in the case of
traditional Ehrenfeucht-Fraissé games. In contrast to other model comparison games,
these games are rather complex and only few results have been established so far [24].
To make progress towards settling this topic, we have to work out sufficient structural
criteria which guarantee equal rank for two different matrices. This is a challenging task
since we have to consider matrices defined over tuples of elements. Additionally, the rank
may depend on the chosen dimension of the encoded matrix. In general, we lack natural
examples showing how to take advantage of combining operators from linear algebra and
fixed point recursion. This is also true for the nesting of operators.

Rank equality vs. rank terms The relationship between FP+eqv and FP+rk is of
special interest. We know that matrix equivalence over fields is precisely the Hdrtig rank
quantifier, i.e. the generalized quantifier which decides whether two matrices have the
same rank. Otto [61] clarified the relation for the case of FP and its extension FP+C. He
proved that extending FP by the Hartig and Rescher quantifier leads to a logic which is
strictly less expressive than FP+C. His result even holds for the extension of FP by the set
of all Lindstrém counting quantifiers. We guess that one can adapt his proof to the case
of rank operators. The intrinsic difficulty lies in the following fact: the affected queries
from linear algebra cannot be decided by knowledge about the membership of the parts
with respect to an arbitrary decomposition. In order to illustrate this, assume that we
decompose a matrix into k£ blocks, and assume that we have knowledge about the matrix
rank for each of the single blocks. Then there is no way to conclude to the rank of the
whole matrix. For the mechanism of ordinary counting the opposite is true. Removing
the obstacles in this way means to extend our knowledge about the behavior of matrices
which are defined by equality types. Matrices of this type were used to simulate modulo
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counting by solve quantifiers. In fact, the linear algebraic properties of matrices defined
by equality types are the inherent part of the expressive power of the studied extensions.
They even can be defined in highly symmetric structures like e.g. complete graphs. In
particular, it seems necessary to gain knowledge about the linear algebraic properties of
matrices defined by combining different equality types. We derived some first results for
matrices of dimension two but the general case remains unsolved. Furthermore, answering
these questions will help to apply the presented pebble partition games.

Ordering k-types It is a significant result that for each fixed k € w a linear order on
Lk, types can be defined in FP. Abiteboul and Vianu [2] used this ordering to show
that FP = PFP iff PTIME = PSPACE. One obtains a similar result for C%_ types and
definability in FP+C, cf. [61]. Dawar et al. [26] studied the same problem for extensions
of infinitary logic by generalized Lindstrom quantifiers. They proved that for any finite
class Q of Lindstrém quantifiers an ordering of L* _(Q) types can be defined in PFP(Q).
The same question arises for the extension of fixed point logics by Lindstréom quantifiers
from linear algebra. Can we define an ordering of L*_(slv) types in FP4slv? We worked
on this issue, but encountered similar problems regarding the decompositions of matrices
as described in the previous paragraph.

Positive results Dawar et al. proposed to explore more positive ways: Is it possible
to define the isomorphism query on the class of bounded degree graphs in FP+rk? This
query is known to be decidable in polynomial time [56]. Furthermore, the result of Blass
et al. [12] shows that perfect matching on bipartite graphs is definable in FP+C. Perhaps
perfect matching is definable in FP+rk, even for general graphs.

Altogether we have just begun to explore the exciting qualities of linear algebra in the
light of its descriptive complexity. Unquestionably, if we want to make progress in settling
the task of finding a logic for PTIME, the structural reasons for the indicated descriptive
power of linear algebra have to be revealed.
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Appendix A.

Overview: Considered Problems

Problem / Query Algorithmic Complexity Descriptive Complexity

Undirected Reach-

< . 3.
ability (REACH) complete for SLOGSPACE | FO+STC < FO+slvg ([27], Sec. 3.1)

F | d fi i
Reachability modulo complete for O-slvz, , and for primes

t
n € w (REACH,) MOD,.L ([15]) n on ordered structures

FO+slvz, = MOD,L ([27], Sec. 4.2)

Circuit value prob-
corresponds to complex-

ity class CCln] ([18]) FO+slvz, (Sec. 3.1)

lem over modulo
gates (CVP(Zy))

o,p)-subset problem epends on epends on p,0 C w, (Sec. 3.3), e.g.
b bl d d d d C Sec. 3.3
((o,p)-SUBSET(G)) p,o C w ([42, 43]) (even,even)-SUBSET(G) € FO+slvg,

Table A.1l.: Structural queries from graph theory

Problem / Query Domain Descriptive Complexity

finite field FO ([12], Sec. 2.2)

matrix addition finite ring FO (Sec. 2.2)

Z FP* ([12], Sec. 2.2)
Q FP* ([27], Sec. 2.2)
finite field FO-+C ([12], Sec. 2.2)
. e finite ring FO+4C (Sec. 2.2)
matrix multiplication 7 FP-C ([12], Sec. 2.2)
Q FP+C ([27], Sec. 2.2)
finite field FP+C ([12], Sec. 2.2)
iterated, finite ring FP+C (Sec. 2.2)
matrix multiplication Z FP-+C ([12], Sec. 2.2)
Q FP+C ([27], Sec. 2.2)

finite field FO+slv, FP+C ([12], Sec. 2.2)
finite ring FO+slv, FO+rk, FP4C (Sec. 2.2)
Z FP+C ([12], Sec. 2.2)
Q FP* ([27], Sec. 2.2)

matrix singularity
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Appendix A. Overview: Considered Problems

finite field FP+C ([11], Sec. 2.3)
matrix determinant finite ring open, (partial results in Sec. 2.3)
Z FP+C ([27], Sec. 2.3)
Q FP+C ([27], Sec. 2.3)
finite field FP+C (Sec. 2.3)
characteristic polynomial finite ring open, (partial results in Sec. 2.3)
(4 determinant, inverse) Z FP+C (Sec. 2.3)
Q FP+C (Sec. 2.3)
finite field FP+C (Sec. 2.4)
minimal polynomial finite ring -
(+ diagonalizable) Z -
Q FP+C (Sec. 2.4)
finite field FO+slv/* \ €%, ([7, 27], Sec. 2.5, 3.1)
. . finite ring FO+slv \ C&., ([7, 27], Sec. 2.5, 3.1)
linear equation systems
Z open, & C% ., (Sec. 2.6)
Q FP+C ([27], Sec. 2.5)
finite field FO-+sim”* \ C%,,, (Sec. 2.6, 3.2)
matrix similarity finite ring FO+sim \ C&,., (Sec. 2.6, 3.2)
Z open, ¢ C%,,, (Sec. 2.6)
Q FP+C (Lemma 2.5.7 + Thm. 2.3.3, 3.3.3)
finite field FO-+eqv™* \ C%,, (Sec. 2.6, 3.2)
. . finite ring FO+eqv \ C%.., (Sec. 2.6, 3.2)
matrix equivalence
Z open, ¢ C% ., (Sec. 2.6)
Q FP+C (Lemma 2.5.7 + Thm. 2.3.3, 3.3.3)
finite field FO+rk™* \ C%,, ([7, 27], Sec. 2.6, 3.3)
matrix rank finite ring FO+rk \ C%,., (Sec. 2.6, 3.3)
Z open, & C% ., (Sec. 2.6)
Q FP+C ([27], Sec. 2.5)

Table A.2.: Problems from the field of linear algebra
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